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Methods of Impact Evaluation: building the CF  

1. Field Experiments/Randomized evaluations 

2. Propensity score matching (PSM) 

3. Double-difference (DID) methods 

4. Instrumental variable (IV) methods 

5. Regression discontinuity (RD) design  
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Randomized Experiment   

 
 
 
 
 
  
 

 
 

 A theory of observational studies must have a clear view of 

the role of randomization, so it can have an equally clear 

view of the consequences of its absence (Rosenbaum, 2002).  

 Fisher, The Design of Experiments (1935/1971) book, 

introduced the principles of randomization, demonstrating 

them with the example of testing a British lady’s tea tasting 

ability.  
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Key Assumption: randomized assignment  
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Key Assumption: randomized assignment  
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Estimating Impact under Randomized Assignment  
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Randomized Experiment   

 
 
 
 
 
  
 

 
 

 Individuals/communities/firms are randomly assigned into 

participation  

 Advantages: 

 Often addressed to as the “gold standard”: by design: selection 

bias is zero on average and mean impact is revealed 

 Perceived as a fair process of allocation with limited resources  
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Randomization  

 
 
 
 
 
  
 

 
 

 Disadvantages: 

 Ethical issues, political constraints, feasibility constraints  

 Internal validity (exogeneity): the validity of inferences about 

whether the relationship between two variables is causal 

 External validity (generalizability): usually run controlled 

experiment on a pilot, small scale. Difficult to extrapolate the 

results to a larger population. 

Does not always solve problem of spillovers & contamination  

 30-Nov-19 8 



Example: impact of credit on incomes (STATA)  
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Propensity Score Matching  

 
 
 
  
 

 
 

Overview 

1. Why and when propensity score analysis is needed 

2. Conceptual frameworks and assumptions 

3. Overview of corrective methods 

4. Propensity score matching  
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1. Why and when PSM is needed?  
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The Purpose of Evaluation  

 
 
 
  
 

 
 

 The field of project evaluation is distinguished principally by 

cause-effect studies that aim to answer a key question: 

 To what extent can the net difference observed in outcomes 

between treated and non-treated groups be attributed to an 

intervention, given that all other things are held constant? 
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How much of the effect is due to the project? 
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Internal Validity and Threats  

 
 
 
  
 

 
 

 Internal validity – the validity of inferences about whether the 

relationship between two variables is causal. 

 In program evaluation and observational studies in general, 

researchers are concerned about threats to internal validity. 

 These threats are factors affecting outcomes other than 

intervention or the focal stimuli.  

 Selection bias is the most problematic one! 
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Internal Validity and Threats…  

 
 
 
  
 

 
 

Example of Selection Bias 
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Why and when propensity score matching (PSM) is 
needed?  

 
 
 
  
 

 
 

Need 1: Remove Selection Bias 

 The randomized experimental trial is the “gold standard” in outcome 

evaluation.  

 However, in social and health research, RCTs are not always practical, 

ethical, or even desirable.  

 Under such conditions, evaluators often use quasi-experimental 

designs, which-in most instances – are vulnerable to selection bias.  

 Propensity score models help to remove selection bias.  
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Why and when PSM is needed?...  

 
 
 
  
 

 
 

Need 2: Analyse causal effects in observational studies 

 Observational data - those that are not generated by mechanisms 

of randomized experiments, such as surveys, administrative 

records, census data... 

 To analyse such data, OLS regression model using a dichotomous 

indicator of treatment does not work, because in such model the 

error term is correlated with treatment/explanatory variables.  

 The violation of OLS assumption will cause an inflated and 

asymptotically biased estimate of treatment effect.  
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The Problem of Contemporaneous Correlation in 
Regression Analysis 

 
 
 
  
 

 
 

 Consider a routine regression equation for the outcome, ��: 

�� = �� + ����
+	���� + �� 

 Where �� is a dichotomous variable indicating intervention, 

and Xi is the vector of covariates for case i. 

 We wish to estimate the effect �
�

 of treatment �� on �� by 

controlling for observed confounding variables ��.  

When randomization is compromised or not used, the correlation 
between � and � may not be equal to zero. As a result, OLS estimator of 
the effect of intervention (� ) may be biased and inconsistent. � is not 
exogenous.  30-Nov-19 18 



How Big Is This Problem?  

 
 
 
  
 

 
 

Very big!  

 The majority of nonrandomized studies that have used statistical 

controls to balance treatment and non-treatment groups may have 

produced erroneous findings.  

Note  

 The amount of error in findings will be related to the degree to 

which the error term is NOT independent of explanatory/treatment 

indicator measures. This problem applies to any statistical model in 

which the independence of the error term is assumed.  
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Consequence of Contemporaneous Correlation: 

 
 
 
  
 

Inflated Slope and Asymptotical Bias 
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2. Conceptual frameworks and assumptions 
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The Neyman-Rubin Counterfactual Framework (1) 
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The Neyman-Rubin Counterfactual Framework (2) 
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The missing Counterfactual  
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The Neyman-Rubin Counterfactual Framework (3) 
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The Neyman-Rubin Counterfactual Framework (4) 
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The Fundamental Assumption: Strongly Ignorable 
Treatment Assignment  

 
 
 
  
 

 
 

 Rosenbaum and Rubin (1983) 

 

 Different versions:  

 “un-confoundedness” and “ignorable treatment assignment” 

(Rosenbaum and Robin 1983) “selection on observables” 

(Barnow, Cain, & Goldberger, 1980), “conditional independence” 

(Lechner 1999), and “exogeneity” (Imbens, 2004)  
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Estimating the Counterfactual  
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Estimating the Counterfactual  
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The Perfect Clone  
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The Perfect Clone  
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3. Overview of Corrective Methods  
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Four Models Described by Guo and Fraser (2010)  

 
  
 

 
 

1. Heckman’s sample selection model (Heckman, 1976, 1978, 

1979) and its revised version estimating treatment effects 

(Maddala, 1983). 

2. Propensity score matching  (Rosenbaum and Rubin, 1983), 

optimal matching (Rosenbaum, 2002), propensity score 

weighting, modeling treatment dosage, and related models.  

3. Matching estimators (Abadie and Imbens, 2002, 2006). 

4. Propensity score analysis with Nonparametric regression 

(Heckman, Ichimura, and Todd, 1997, 1998)  
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General Procedure for PSM Summarized by Guo and 
Fraser (2010)  
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Other Corrective Models 

 
  
 

 
 

 Regression discontinuity designs 

 Instrumental variables approaches 

 Interrupted time series designs 

 Bayesian approaches to inference for average treatment 

effects  
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4. Propensity Score Matching (Rosenbaum and Rubin, 

1983)  
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Overview to Matching Methods 
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Overview to Matching Methods… 
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Propensity Score Matching (PSM) 

 Estimating the propensity score matching: match treated and 

untreated observations on the estimated probability of being 

treated (propensity score).  

 Match on the basis of the propensity score 

P(X) = Pr(d=1|X) 

- D indicates participation in project 

- Instead of attempting to create a match for each participant 

with exactly the same value of X, we can instead match on the 

probability of participation. 
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PSM: Key Assumptions 

 Key assumption: participation is independent of outcomes 

conditional on Xi 

 

 

- This is false if there are unobserved outcomes affecting 

participation. 

 Enables matching not just at the mean but balances the 

distribution of observed characteristics across treatment and 

control 
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Range of Common Support  

30-Nov-19 41 



Density 

0 1 Propensity score 

Region of 
common 
support 

Density of scores for 
participants 

High probability of 
participating given X 

Density of scores  
for non-
participants 

Range of Common Support  
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Range of Common Support  
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Matching Methods  
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Steps in Score Matching 

1. Need representative and comparable data for both treatment 

and comparison groups 

2. Use a logit (or other discrete choice model) to estimate program 

participations as a function of observable characteristics 

3. Use predicted values from logit to generate propensity score 

p(xi) for all treatment and comparison group members 
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Steps in Score Matching… 

4. Match Pairs: 

 Restrict sample to common support (as in Figure) 

 Need to determine a tolerance limit: how different can control 

individuals or villages be and still be a match? 

oNearest neighbors, nonlinear matching, multiple matches 

5. Once matches are made, we can calculate impact by comparing 

the means of outcomes across participants and their matched 

pairs 
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Final comments on PSM and OLS  

30-Nov-19 47 



PSM in Practice 

To estimate the propensity score, authors used: 

Village level characteristics 

- Including: Village size, amount of irrigated land, schools, 

Household variables 

- Including: asset ownership, educational background of HH 

members 

Are there variables which can not be included? 

- Only using cross-section, so no variables influenced by project 
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Design When to use Advantages Disadvantages 

Randomization Whenever feasible 

When there is 
variation at the 
individual or 
community level 

Gold standard 

Most powerful 

 

Not always feasible 

Not always ethical 

Randomized 
Encouragement 
Design 

When an 
intervention is 
universally 
implemented 

 Provides 
exogenous variation 
for a subset of 
beneficiaries 

Only looks at sub-
group of sample 

Power of 
encouragement design 
only known ex post 

Regression 
Discontinuity 

If an intervention 
has a clear, sharp 
assignment rule 

 Project 
beneficiaries often 
must qualify through 
established criteria 

 

Only look at sub-
group of sample 

Assignment rule in 
practice often not 
implemented strictly 

Difference-in-  
Differences 

If two groups are 
growing at similar 
rates 

 Baseline and follow-
up data are available 

Eliminates fixed 
differences not 
related to treatment 

Can be biased if 
trends change 

Ideally have 2 pre-
intervention periods of 
data 

Matching  When other 
methods are not 
possible 

Overcomes 
observed differences 
between treatment 
and comparison 

Assumes no 
unobserved differences 
(often implausible) 
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