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INTRODUCTION

In this volume, selected authors have tried to push forward the frontier
of the economics of the developing countries using all available methods
without distinctions: mathematical, computational, and analytical. This was
the philosophy of Prof. Tom Kronsjo, who made significant contributions
on analytical methods of development planning and applications over some
decades and in whose memory this volume is dedicated.

Takashima has proposed a new model for the East Asian economies to
analyze how initial conditions for growth and the policy undertaken have
sustained the growth process continuously. The model negates the alter-
native analysis proposed by both Krugman and Lucas. It is a novel approach
to theorize effectively the historical process of the East Asian countries.

Mats Lundahl has developed a theory of population growth and it is on
economic growth following the original ideas of Wicksell. The author has
developed a general equilibrium model to analyze the impacts of emigration
from an old country to a new country and their corresponding effects on
income, investments, and trade.

The question of immigration on economic growth was also analyzed
by Partha Sen in a new model of growth with immigrations. Exogenous
growth models predict a fall in steady-state welfare (or, equivalently in
descriptive models, consumption per capita) following an increase in the
growth rate of population — accompanied by an increase in the growth rate
of the economy. This prediction certainly does not match the facts of those
economies that received large number of immigrants over long periods, e.g.,
the US, Australia, and Canada. Under certain conditions, it can be shown
that in a two-sector overlapping generations model, an increase in the rate of

ix



X Introduction

growth of population (or immigration) of (raw) labor can raise the welfare
of all steady-state generations.

The question of migration was analyzed further in the section for
Labor Economics. Shimada, assuming a two-country economy with labor
migration, investigates which of the two regimes — inter-government mon-
etary cooperation between two independent monetary authorities or cen-
tralization of monetary policies by a single monetary authority under a
monetary union — is advantageous under certainty and under supply or
demand shocks. He showed that the utility of the monetary authority does
not differ across regimes under certainty, whereas centralization of the mon-
etary policies under a monetary union tends to be advantageous to the mon-
etary authority if a two-country economy is subject to supply or demand
shocks. Most important of all, he showed that the utility of the workers
does not differ across regimes under certainty and under supply or demand
shocks. This suggests that in reality, centralization of the monetary policies
under a monetary union appears to be preferable to inter-government mon-
etary cooperation between the two independent monetary authorities. The
results are very useful for situations when a country is sending its excess
labor forces to another superior economy, which may demand coordination
of economic policies of the two countries.

Microeconomics of labor market, the relationship between employment
relations, and financial behavior of the firms are analyzed by Garvey and
Gaston. Previous research indicates that firms increase their leverage in
order to moderate wage demands by organized labor. While firms will use
more debt when bargaining power is the primary cause of high wages,
Garvey and Gaston show that they will use less debt if wages are driven by
incentive considerations. For a sample of large firms, the authors confirm
previous findings that firms in more unionized industries use more debt.
However, holding constant unionization and other well-known determinants
of the capital structure, there would be a negative relationship between debt
and employee compensation as predicted by the specific human capital
approach. Along with the economic reform program, as more and more
developing countries are adopting capitalistic employment relations, it is
crucially important for the developing countries to consider the financial
implications for the firms in relation to the structure of the employment
relations.
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The conflict between the objectives of equity and decentralization in
models of resource allocation is very important for the development policy.
Lahiri considers a new model of allocation, where at most one object is
allocated to each individual, with no two individuals sharing one or more
objects, and possibly some allocations being defined infeasible. In the
existing literature, such problems are known as house allocation problems.
In the traditional Arrow-Debreu economy, where the concepts of decen-
tralization are independent of concepts of egalitarianism, the preference
structure of the agents exhibits the property that “more is preferred to less”.
It is this characteristic of the preference structure of the agents, which is
supposed to be egalitarian. With having no such hypothesis built into the
preference structure, this analysis would provide an important insight about
the issues concerning equity in an economy comprising indivisible objects.
In the context of organization where resources are indivisible but got to be
allocated fairly and efficiently, this analysis can open new horizons.

In the light of his own experience as the regulator of the British elec-
tricity sector, Littlechild considers the role of negotiated settlements as an
alternative to regulation in the resolution of conflicts between customers and
companies within the utility sector. As well as suggesting a way ahead for
more-developed countries, this can provide lessons for the newly emerging
countries as they increasingly consider the relative roles of public and private
enterprises and representatives of customer groups.

Uchida and Ahmed have examined whether the Japanese financial
system can provide any lesson for the developing countries. In the Japanese
system instead of the stock market firms depend on a main bank for their
financial needs, which give them the stability and long-range view regarding
investment decisions. The authors have examined the behavior of this
financial system on small- and medium-sized firms in Japan and whether
this model can be imitated for a developing country like Bangladesh with
undeveloped stock market.

Structural adjustment program for India was analyzed using an adaptive
optimal control model of the fiscal policy structure of India by Dipak Basu.
Fiscal policy structure of an emerging capitalistic economy as implemented
during 1990-1995 was compared with an alternative fiscal policy structure
based on a mixed economic system of a planned economy. The method of
adaptive control system was used where the model will undergo changes
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along with the optimization process. The results show that a mixed eco-
nomic plan would be able to provide similar economic growth as a reformed
economy. The implications are important. A mixed economic system can
possibly maintain a more balanced society whereas a reformed economy
by creating an unequal society would create social imbalances.

Guncavdi and Selim made an attempt to investigate the gender-biased
distributional consequences of trade reform and openness in Turkey. Women
are the most vulnerable group in developing countries, and are negatively
affected by economic reforms in general, and liberalization in trade regimes
in particular. Therefore, they are considered as the main source of poverty in
these countries. Despite this nature of women, the gender issue has largely
been ignored in the literature. This paper aims to fill this gap in the lit-
erature. Their research shows that female-headed households (FHHs) are
poorer than the male-headed households (MHHs) in Turkey and that an
involvement in an economic activity in internationally open and highly
export-oriented sectors increases the possibility of being poor for FHHs.

Tisdell has analyzed the process of economic growth of China, its rela-
tionship with other major trading blocks and examined the hypothesis of
Kuznets in view of the growing environmental problems in the Chinese
economy. The author has concluded that the conclusion of Kuznets
regarding income inequality is not valid for China where rising economic
growth has resulted in rising income inequality.

Issues of globalization was discussed by Victoria Miroshnik, who has
compared the corporate management systems of Toyota Motor Company in
both Japan and India. Globalization can, according to some, create a global
corporate culture, but the results show that a multinational company nor-
mally strive to transplant its own culture to its foreign subsidiary rather than
to accept the global culture. Japanese management system is unique and very
different from the standard Western management system. Thus, it is possible
for a developing country to have diverse management systems rather than
to have any specific management system even in the days of globalization.

The book covers most of the important areas of development economics
with the basic analytical framework to formulate a logical structure and
then suggest and implement methods to quantify the structure to derive
applicable policies. We hope the book would be a source of joy for anyone
interested to make development economics a useful discipline to enhance
human welfare.



TOM OSKAR MARTIN KRONSJO: A PROFILE

Dr. Lydia Kronsjo

Professor in Computer Science
University of Birmingham, England

Tom Kronsjo was born in Stockholm, Sweden, on 16 August 1932, the only
child of Elvira and Erik Kronsjo. Both his parents were gymnasium teachers.

In his school days, Tom Kronsjo was a bright popular student, often
a leader among his school contemporaries and friends. During his school
teaching years, he organized and chaired a National Science Society that
became very popular with his school colleagues.

From an early age, Tom Kronsjo’s mother encouraged him to learn
foreign languages. He put those studies to a good test during a 1948
summer vacation when he hitchhiked through Denmark, Germany, the
Netherlands, England, Scotland, Ireland, France, and Switzerland. That
same year he founded and chaired a Technical Society in his school. In the
summer vacation of 1949, he organized an expedition to North Africa by
seven members of the Technical Society, their ages being 14 to 24. The
young people traveled by coach through the austere post-Second World War
Europe. All the equipment for travel, including the coach, were donated by
sympathetic individuals and companies, who were impressed by an intel-
ligent, enthusiastic group of youngsters, eager to learn about the world. This
event caught a wide interest in the Swedish press at the time and was vividly
reported.
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Tom Kronsjo used to mention that as a particularly personally exciting
experience of his school years he remembered volunteering to give a series
of morning school sermons on the need for the world governmental organi-
zations, which would encourage and support mutual understanding of the
needs of the people to live in peace.

Tom Kronsjo’s university years were spent at both sides of the great
divide. Preparing himself for a career in international economics, he wanted
to experience and see for himself the different nations’ ways of life and points
of view. He studied in London, Belgrade, Warsaw, Oslo, and Moscow, before
returning to his home country, Sweden, to take examinations and submit
required work at the Universities of Uppsala, Stockholm, and Lund for his
Fil.kand. Degree in Economics, Statistics, Mathematics, and Slavonic Lan-
guages, and Fil.lic. Degree in Economics. By then, Tom Kronsjo, besides
his mother tongue Swedish, was fluent in six languages — German, English,
French, Polish, Serbo-Croatian, and Russian. During this period, Tom was
awarded a number of scholarships for study in Sweden and abroad.

Tom Kronsjo met his wife while studying in Moscow. He was a visiting
graduate student at the Moscow State University and she was a graduate
student with the Academy of Sciences of the USSR. They married in
Moscow in February 1962. A few years later, a very happy event in their
family life was the arrival of their adoptive son from Korea in October 1973.

As a post-graduate student in economics, Tom Kronsjo was one of a new
breed of Western social scientists that applied rigorous mathematical and
computer-based modeling to economics. In 1963, Tom Kronsjo was invited
by Professor Ragnar Frish, later Nobel Prize Winner in Econometrics, to
work under him and Dr. Salah Hamid in Egypt as a visiting Assistant
Professor in Operations Research at the UAR Institute of National Planning.
His pioneering papers on optimization of foreign trade were soon con-
sidered classic and brought invitations to work as a guest researcher by the
GDR Ministry of Foreign Trade and Inner German Trade and by the Polish
Ministry of Foreign Trade.

In 1964, Tom Kronsjo was appointed an Associate Professor in
Econometrics and Social Statistics at the Faculty of Commerce and Social
Sciences, the University of Birmingham, UK. He and his wife then moved
to the UK.
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In Birmingham, together with Professor R.W. Davies, Tom Kronsjo
developed Diploma and Master of Social Sciences courses in National
Economic Planning. The courses, offered from 1967, attracted many tal-
ented students from all over the world. Many of these students then stayed
with Tom Kronsjo as research students and many of these people are today
university professors, industrialists, and economic advisors. In 1969, at the
age of 36, Tom Kronsjo was appointed Professor of Economic Planning.
By then Tom Kronsjo had published over 100 research papers.

Tom Kronsjo has always had a strong interest in educational innovations.
He was among the first professors at the University to introduce a television-
based teaching, making it possible to widen the scope of the materials
taught.

Tom Kronsjo was generous towards his students with his research ideas,
stimulating his students intellectually, unlocking wide opportunities for his
students through this generosity. He had the ability to see the possibilities
in any situation and taught his students to use them.

Tom Kronsjo’s research interests were wide and multifaceted. One area
of his interest was planning and management at various levels of the national
economy. He developed important methods of decomposition of large eco-
nomic systems, which were considered by his contemporaries a major con-
tribution to the theory of mathematical planning and programming. These
results were published in 1972 in a book Economics of Foreign Trade
written jointly by Tom Kronsjo, Dr. Z. Zawada, and Professor J. Krynicki,
both of the Warsaw University, and published in Poland.

In 1972, Tom Kronsjo was invited as a Visiting Professor of Economics
and Industrial Administration at Purdue University, Purdue, USA.

In 1974, Tom Kronsjo was a Distinguished Visiting Professor of
Economics, at San Diego State University, San Diego, USA.

In the year 1975, Tom Kronsjo found himself as a Senior Fellow in the
Foreign Policy Studies Program of the Brookings Institution, Washington,
D.C., USA. In collaboration with three other scientists, he was engaged
in the project entitled “Trade and Employment Effects of the Multilateral
Trade Negotiations”. In the words of his colleagues, Tom Kronsjo made an
indispensable contribution to this project. Tom Kronsjo’s ingenious, tireless,
conceptual, and implementing efforts made it possible to carry out cal-
culations involving millions of pieces of information on trade and tariffs,
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permitting the Brookings model to become the most sophisticated and com-
prehensive model available at the time for investigation into the effects of
the current multilateral trade negotiations. In addition, Tom Kronsjo con-
ceived and designed the means for implementing, perhaps the most imag-
inative portion of the project, the calculation of “optimal” tariff cutting
formulas using linear programming and taking account of balance of pay-
ments and other constraints on trade liberalization. A monograph on Trade,
Welfare, and Employment Effects of Trade Negotiations in the Tokyo Round
by Dr. W.R. Cline, Dr. Noboru Kawanabe, Tom Kronsjo, and T. Williams
was published in 1978.

Tom Kronsjo’s general interests have been in the field of conflicts and
cooperation, war and peace, ways out of the arms race, East-West joint enter-
prises, and world development. He published papers on unemployment,
work incentives, and nuclear disarmament.

Tom Kronsjo served as one of the five examiners for one of the Nobel
Prizes in Economic Sciences. From time to time, he was invited to nominate
a candidate or candidates for the Nobel Prize in Economics.

Tom Kronsjo took an early retirement from the University of
Birmingham in 1988 and devoted subsequent years working with young
researchers from China, Russia, Poland, Estonia, and other countries.

Tom Kronsjo was a great enthusiast of vegetarianism and veganism, of
Buddhist philosophy, yoga, and inter-space communication, of aviation and
flying. He learned to fly in the USA and held a pilot license since 1972.

Tom Kronsjo was a man who lived his life to the full, who constantly
looked for ways to bring peace to the world. He was an exceptional indi-
vidual who had the incredible vision and an ability to foresee new trends. He
was a man of great charisma, one of those people of whom we say “a man
larger than life”.

Tom Oskar Martin Kronsjo died in June 2005 at the age of 72.



BIOGRAPHY OF CONTRIBUTORS

Sarwar Uddin Ahmed, Assistant Professor, Independent University of
Bangladesh, has obtained his PhD from Nagasaki University, Japan. He was
previously a Lecturer in Nagasaki University.

Olav Bjerkholt, Professor in Economics, University of Oslo, was previ-
ously the Head of Research at the Norwegian Statistical Office and an
Assistant Professor of Energy Economics at the University of Oslo. He has
obtained his PhD from the University of Oslo. He was a Visiting Professor
in the Massachusetts Institute of Technology and was a consultant to the
United Nations and the International Monetary Fund (IMF).

Gerald Garvey, previously Professor of Financial Management, Drucker
School of Management, Claremont Graduate School, USA, is currently
the Managing Director at Barclays Global Investors. He has obtained his
PhD from the University of California, Los Angeles and has held faculty
positions at the Australian National University, Sydney University, and the
University of British Columbia, Canada.

Noel Gaston is Professor of Economics and the Director of the
Globalisation and Development Centre at Bond University. He obtained his
PhD from the Cornell University and was an Associate Professor in Tulane
University, USA. He was a Visiting Professor at Hitotsubashi University,
Osaka University, the University of Konstanz, and the University of Tokyo.
He has also been a Shimomura Fellow at the Development Bank of Japan
and Visiting Economist at the Cabinet Office of the Japanese Government.

Oner Guncavdi is currently a Professor of International Trade and
Economic Development at Istanbul Technical University, Turkey. He

Xvii



XViii Biography of Contributors

received his PhD from the University of Nottingham, England; MSc,
from Warwick University, England; and MA in Economics from Istanbul
Technical University.

Somdeb Lahiri is a Professor in the Institute for Petroleum Management,
Gandhinagar, India. He obtained his PhD from the University of Minnesota,
USA. He was previously Professor in the Institute of Financial Management
and Research, Madras, India; University of Witwatersrand, Johannesburg,
South Africa; Indian Institute of Management, Ahmedabad, India; and in
the Indian Institute of Technology, Kanpur, India.

Stephen Littlechild, Professor Emeritus, University of Birmingham,
England, was educated at the University of Birmingham and obtained his
PhD from the University of Texas, Austin, USA. He was previously the
Director General of Electricity Supply, UK and Professor in the Aston
University, England and Head of the Department of Industrial Economics,
University of Birmingham. He was a Visiting Professor in the University
of Chicago. He is now a Senior Research Fellow, Judge Business School,
University of Cambridge.

Mats Lundahl, Professor of Development Economics, Stockholm School
of Economics, has obtained his PhD from the University of Lund, Sweden.
He was previously an Assistant Professor in the University of Lund,
and the Chairman of the Department of International Economics and
Geography, Stockholm School of Economics from 1987 to 1994. He was
a Visiting Professor in Boston University, Corporacién de Investigaciones
Econémicas para Latinoamérica (CIEPLAN), Santiago de Chile, Swedish
School of Economics and Business Administration, Helsinki, Swedish
Collegium for Advanced Study in the Social Sciences (SCASSS), Uppsala,
Universidad de Sevilla and Stanford University, USA.

Victoria Miroshnik, is currently an Adam Smith Research Scholar, Faculty
of Law and Social Sciences, University of Glasgow, Scotland. She was
educated at the Moscow State University and was an Assistant Professor in
Thilisi State University, Georgia. She has published two books and a large
number of scientific papers in leading management journals.

Akira Shimada is an Associate Professor of Economics at Nagasaki
University, Japan. He was educated at the Tohoku University and was a



Biography of Contributors Xix

Lecturer at Morioka College, Japan. He has published a number of scientific
papers in leading academic journals.

Raziye Selim is currently an Associate Professor of International Trade
and Economic Development at the Istanbul Technical University. She has
obtained her PhD and MSc from Istanbul Technical University.

Partha Sen, Professor in Economics, Delhi School of Economics,
University of Delhi, India, obtained his PhD from the London School of Eco-
nomics. He has received his MA from the University of Delhi and MSocSci
from the University of Birmingham. He was previously a Professor of
Economics, Indian Statistical Institute, and Assistant Professor, University
of Illinois. He was also the Head, Department of Economics, Delhi School
of Economics from 2004 to 2006 and Managing Director, Centre for
Development Economics, Delhi School of Economics since 2007. He was a
Visiting Professor at the National University of Singapore, City University
Hong Kong, Kobe University, University of New South Wales, University
of St. Andrews, University of Illinois, University of Washington, and Uni-
versity of Michigan.

Makoto Takashima, Dean and Professor (Retired), Faculty of Economics,
Nagasaki University, Japan was educated at the University of Tokyo, Japan.
He was previously an Associate Professor in the University of Tokyo
Institute of Education in Tsukuba and was a Visiting Professor in the
University of East Anglia, England.

Clem Tisdell, Professor Emeritus in Economics, University of Queensland,
Australia, obtained his PhD in Economics from the Australian National
University and subsequently was a Visiting Fellow at the Princeton
University and at Stanford University. He has held professional and admin-
istrative positions at the Australian National University, The University of
Newcastle and The University of Queensland as well as visiting positions
in Nankei University, China, and the Chinese Academy of Social Sciences.

Shigeru Uchida, Professor in Monetary Economics, Nagasaki University,
Japan, was educated in Osaka and Tsukuba University in Tokyo before
obtaining his PhD from Kyoto University, Japan. He has published a number
of books and scientific papers.



This page intentionally left blank



ABOUT THE EDITOR

Prof. Dipak Basu is currently a Professor in International Economics in
Nagasaki University in Japan. He obtained his PhD from the University
of Birmingham, England and did his post-doctoral research in Cambridge
University. He was previously a Lecturer in Oxford University — Institute
of Agricultural Economics: Senior Economist in the Ministry of Foreign
affairs, Saudi Arabia; and Senior Economist in charge of Middle East &
Africa Division of Standard & Poor (Data Resources Inc). He has published
six books and more than 60 research papers in leading academic journals.

xxi



This page intentionally left blank



PART 1

GROWTH AND DEVELOPMENT



This page intentionally left blank



CHAPTER 1

THE SUSTAINED GROWTH AND ITS RELATION
TO THE INITIAL CONDITIONS

Makoto Takashima

Nagasaki University, Japan

1.1. Introduction

In recent years, deep interest has been shown not only by economic historians
and policy makers but also by scholars of economic theory in rapid economic
developments that have been accomplished by Asian economies with Japan as a
leading country of the industrialization during the latter half of the 20th century in
the long-term process of world economic development.

The accelerated rapidity of growth of these economies is presented statistically
in Table 1.1, where changes in GDP per capita are compared among four typical
countries (UK, USA, Japan, and South Korea) which have achieved their indus-
trialization one after another for these 300 years. In order to compare the rapidity
of economic growth among them, it is considered to the point to see the changes
after they accomplished take-off for their industrialization. As regards South Korea,
the last runner of the take-off among four, Rostow (1983) has indicated that the
economy entered the take-off stage in and has completed it for subsequent sustained
growth until 1968. With his suggestion being applied to the historical changes in
GDP per capita of that country in Table 1.1, the advent of industrialization in South
Korea is to have occurred when the economy reached around $200 of GDP per
capita.

Assuming that this is the case for the other three economies, we compare the
number of years needed for each of them to reach $500 of GDP per capita after they
are in the take-off stage of $200. Considering the year of start of its industrialization
to be 1600, the UK took about 230 years. As for Japan, regarding the beginning
of development policy taken by the Meiji Government in 1868 as the start of its
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Table 1.1. Historical change in GDP per capita of four countries.

1700 1800 1840 1871 1916 1940 1958 1967 1976 1989

UK 288 385 603 1015 1633 2004 2458 3092 3671 4933
USA 417 526 785 1869 2383 3565 4614 5412 7041
Japan 251 552 852 975 2203 3752 5075
S. Korea 144 185 543 1706

Sources: Maddison (1979) and UN-National Account Statistics.

Notes: Figures are represented in terms of PPP conversion US$ in 1970 price.
Those for South Korea are in terms of market exchange rate conversion.

USS$ in the same fixed price (author’s estimates).

industrialization, it took 48 years. In South Korea, it needed only eight years, taking
1968 as the end of its take-off stage according to Rostow. For the more advanced
stage beyond $1000 of GPD per capita, Japan took no more than eight years until
the economy reached $2000 from $1000 and South Korea would be found to have
needed at most four years for it if the data for recent years become available, whilst
the UK took 70 years and the USA, 38 years, to double their GDP per capita from
$1000. The years when the economies have reached their advanced stage of the
level of $2000 of GDP per capita are 1940, 1923, 1967, and presumably 1991
for UK, US, Japan, and South Korea, respectively, showing that the two Western
representatives of advanced industrialized countries, the UK and the USA, have
already accomplished the level of $2000 before the Second World War, whilst the
other two North-East Asian countries, Japan and South Korea, have reached it in
the process of industrialization after the War.

Such a rapid and sustained growth as accomplished by Japan and South Korea
has been followed by other Asian economies like Hong Kong, and Taiwan, China
and more recently it has extended to other Asian economies called Newly Indus-
trializing Economies (NIEs) — Thailand, Malaysia, and Indonesia. It has been
accompanied by great social transformation of each country such as urbanization,
growing enrollment in general and higher education, and rise in living standards,
among other things.

The problems of this sustained and high growth of these Asian economies have
been tackled by a number of researchers and scholars theoretically for example,
Krugman (1987), Lucas (1988, 1993), Matsuyama (1991), Murakami (1982),
Romer (1986) and empirically for example, The World Bank (1991, 1993), Park and
Kwon (1995), Muscatelli, Stevenson and Montagna (1995), Kim and Lau (1994),
Young (1992, 1994), Edwards (1992), Chen (1979), Tsao (1985, 1986), Wong
(1986), Lau and Wan, Jr. (1993), Amsden and Singh (1994) to explain the reasons,
identify the sources, and recognize whether the growth will be able to be sustained.



The Sustained Growth and Its Relation to the Initial Conditions 5

As a matter of course, it is a common feature of the literature by these authors
that special emphasis is placed on change in productivity of production processes
and a technological factor in international trade. Traditional theories in interna-
tional trade, however, pay little attention to a role which technology plays in
changes in trade patterns, and, therefore, works have been done at first to accom-
modate a technological factor in trade theories in order to shed light on the “Asian
miracle.” The introduction of the technological effects in the traditional Ricardian
comparative advantage theory was argued by Dornbusch, Fischer, and Samuelson
(1977) and the role of technology was discussed by Jones (1970) in the conven-
tional Heckscher—Ohlin’s factor-proportions theory. In contrast to these standard
static trade theories, Posner (1961) and Vernon (1966) presented a dynamic con-
ception explaining changes in trade patterns through a life cycle of goods, stating
that a commodity is initially invented and produced only in developed rich coun-
tries and part of the product is exported to developing countries, being followed by
the mature stage when it can be produced by them with transferred technology and
their advantage of lower labor costs, whilst the country which initially produced
and exported it turns importer.

Each of these trade theories was separately contrived with special emphasis on
an important but particular economic aspect in production and trade by each of the
celebrated economists and has been extended so as to accommodate the effects of
technological changes generally in a neoclassical framework by the followers to
explain the patterns of trade flows. It seems, however, that the factor-proportions
theory, to say the least of it, in the static models and the dynamic product-cycle
theory could be incorporated into a single trade theory by explicitly introducing a
technological factor in a theoretical framework: technical changes in production
process of a commodity in the transition of maturity stages will alter the optimal
factor-proportions for production, and the patterns of trade flows will undergo
changes accordingly through a life cycle of a good. In this connection, special
attention should be paid to policy efforts by the developing economies to introduce
new goods and technology when we consider the sources of “Asian miracle” and
analyze real features of that sustained high growth.

Although the Richard’s and Heckacher—Ohlin’s theories have been sophisti-
cated in mathematical frameworks by many economists, Vernon’s product-cycle
theory remained a descriptive conceptual model. It has to be expressed in a model
of some mathematical expression in order to be directed to rigid examination and
analysis of economic growth of developing countries. The first achievement, to
the best of my knowledge, of formulating the product-cycle model in a math-
ematical framework was made by Krugman (1979), who developed a simple
general-equilibrium model to analyze North-South trade, attempting to explicitly
introduce innovation in North and eventual transfer of that technology to South so
as to determine the pattern of world trade and its changes over time. According to
Krugman’s model of the product cycle, it is neatly explained that the trade balance
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of a developed country which initially introduced a new good changes from a
surplus to a deficit in terms of that commodity after a certain lapse of time and
that the balance gradually tends to zero as the technology gap reduces between the
developed and developing countries.

Some empirical findings, however, indicate that the real behavior of trade pat-
terns may differ from the results of the theoretical investigations. Gognon and
Rose (1995), for instance, empirically examined with the use of disaggregated
four-digit SITC level data of trade commodities whether most international trade
flows change dynamically as the product-cycle theory states. Their investigation
shows mainly “an extremely high degree of persistence” in patterns of interna-
tional trade flows in terms of individual goods. As a matter of fact, there are some
robust evidences that patterns of trade has changed significantly in these years
in Asian countries like South Korea, and this will be explained compatibly by
changes in factor endowments exerted by rapid industrialization as they state. In
this discussion, too, emphasis should be received on the need that the traditional
static Heckscher—Ohlin’s trade theory of factor-proportions is incorporated with
the dynamic technological theory of product-cycle.

Another direction of researches on “Asian miracle” and North-South trade is
the development or suggestion of new growth theories by Lucas (1988, 1993),
Murakami (1982), Matsuyama (1991), Romer (1986), Stokey (1988, 1991a,
1991b), Grossman and Helpman (1991) and others, besides Krugman (1979)
as mentioned above in relation with the product-cycle model, which explicitly
take into consideration increasing returns to scale, accumulation of technological
knowledge, or innovative and R&D activities in their theories. A characteristic
common to this line of researches lies in constructing a model by paying an
attention of great significance to the human capital or accumulation of techno-
logical knowledge by learning-by-doing, which may cause increasing returns to
scale, of developing economies as an important source of high growth rate of per
capita income in Asian countries.

This paper attempts to contribute to an understanding of the way in which
the sustained high growth could be accomplished in not a few Asian economies
during these two or three decades and to know the reasons why some can make
such a “miracle” and some cannot in the same Asian region. Although it explicitly
takes not only a technological factor but also a governmental policy aspect in
consideration in order to analyze the problems of Asian economic growth in line
with the actual environment of the economies, the model represents only the
fundamental aspects of growth structure in a simple mathematical framework.
Thus, it does not design to develop a full theory to integrate the standard static
trade theories and the dynamic technological ones, which would require further
considerable amount of work, but to be of some help to theoretically understand
the “Asian miracle” and to have some insight into the future development of
this region.
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Following this introductory section, this paper refers in Section 1.2 to
Krugman’s analysis and opinion about the “Asian miracle.” As mentioned above,
Krugman is one of the scholars who have made most influential researches into
North-South problems including the recent developments of Asian economies. With
his deep academic studies and deliberate considerations as a backing, Krugman
has recently documented his views about the “Asian miracle” and the future
possibilities of the Asian economies in journals like Harvard Business Review
(Krugman, 1994a) and Foreign Affairs (Krugman, 1994b). I briefly discuss his
opinion in reference to Lucas’s paper “Making a Miracle” (Lucas, 1993) and
propose my own idea, which leads to a model for growth of the Asian economies.

Section 1.3 presents a simple growth model placing emphasis on accumulation
of technological knowledge and governmental policy efforts associated with it.
This is designed for explanation of the Asian developing economies and for consid-
eration of the conditions for the sustained growth. According to this mathematical
model, the possible growth paths are investigated, subsequently. In Section 1.4, the
conditions for sustained growth are discussed in connection to structural and indus-
trial policies of the developing economies. Differences in the policies of economic
development among Asian economies (especially, between North-East and South-
East Asian economies) and their changes during these two or three decades are
taken into consideration in this discussion. The considerations and discussions of
this paper conclude with Section 1.5 stating the implications of the whole analyses
for the “Asian miracle.”

1.2. Recent Discussions about ‘““Asian Miracle”

There has appeared a great amount of literature, academic as well as general, on
the Asian economies on account of their sustained high growth achieved in the last
few decades of this century. Almost all the books and professional papers on them
describe the remarkability of high and sustained growth of Japan, South Korea,
and some other rapidly growing Asian economies as “Asia’s miracle” and attempt
to find out the sources or analyze its reasons. Some of these theoretical attempts
are those which are mentioned in the previous section, proposing new growth
theory by explicitly assuming production functions with increasing returns to scale,
innovative activities, or technology transfer mechanisms.

Itis the general tone of the argument in the literature about the Asian economies
(for instance, the World Bank, 1993) that their growth can be positively appraised
because it resulted in the rapid rise in per capita GDP with comparatively high
equalization of income distribution and that the success was accomplished by
social, industrial, and financial policies of making the fundamental conditions well-
suited to domestic and international environments of each country and, at the same
time, by the strong, sometimes almost coercive (Song (1990), p. 58), interventions
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to the market and the industry. Amidst this general argument, Paul Krugman
expresses a different view to the Asian economic growth in his recent article titled
“The Myth of Asia’s Miracle,” which appeared in Foreign Affairs, saying that
“Popular enthusiasm about Asia’s boom deserves to have some cold water thrown
on it. Rapid Asian growth is less of a model for the West than many writers claim,
and the future prospects for that growth are more limited than almost anyone now
imagines” (Krugman (1994b), p. 64). He first mentions the growth and slowdown of
the Soviet economy in the following way. The growth of that economy was driven
almost by increases in such inputs for production as employment (moving laborers
from farms to cities, pushing women into the labor force, and people into longer
working hours) and the stock of physical capital (machines and equipment, fac-
tories, roads, and other infrastructure) and the contribution of increased efficiency
or technical progress in the broad sense of production and management processes,
the other important element of growth, was “virtually nonexistent”; the increase
in efficiency in using labor and capital in production is essential for continuity of
economic growth because mere increases in inputs must eventually lead to dimin-
ishing returns, and thus it was inevitable that the growth of the Soviet economy
had to come to an end.

Then, Krugman sees “surprising similarities” between the Asian economies
of recent years and that of the Soviet Union of three decades ago. Referring to
empirical researches about the newly industrialized East Asian economies con-
ducted by Kim and Lau (1994) and Young (1992, 1994 a,b) finding that there is
little evidence of improvements in efficiency, he says that rapid growth of Asian
economies seems to be driven in large part by an astonishing mobilization of
resources of labor and capital and not to be achieved by gains in efficiency, and
thus remarks that “Asian economic growth, incredibly, ceases to be a mystery.”
Accordingly, he calls into question many writers’ opinion that the technology gaps
between the advanced industrialized countries and the rapidly growing ones will
vanish owing to the diffusion of technology, which will undermine the techno-
logical advantages and industrial base of the former. Even Japan, he mentions
from the recent observation of its rapid economic slow-down, may never overtake
America in terms of the level of per capita income even if its technology is gaining
on that of the United States because Japan shows a lack of continuous productivity
growth comparable to the United States.

Krugman develops a consideration on this issue more deliberately by using
models of South-North trade in his article “Does Third World Growth Hurt First
World Prosperity?” published in Harvard Business Review (Krugman, 1994a).
What he virtually wanted to say about the developing economies is not the mani-
festation of the everlasting supremacy of the Western society over the Third World
in terms of economic efficiency, but the warning against disguised protectionism
taken by the First World on the basis of the popular but questionable view that com-
petition from the Third World is the biggest threat to the prosperity of the developed
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countries and of the misguided belief that the First World will be allowed to take
measures to protect their living standard. What he really meant is the hopes for
realization of a decent living standard for a vast number of people of the Third
World through widespread economic development accomplished by free economic
activities. This is typically expressed in the last sentence of his article in Harvard
Business Review above cited, saying that “Economic growth in the Third World is
an opportunity, not a threat; it is our fear of Third World success, not that success
itself, that is the real danger to the world economy.” This is rated as a highly con-
vincing opinion for the development of world economy.

Krugman also extends his argument to the common assertion that the sophis-
ticated industrial policies and selective interventions in economic activities by
Asian governments have proved effective to the rapid growth. He says that if these
strategic policies had really contributed to the growth, the benefits should have
been measured as increases in efficiency in the researches of growth accounting
for the Asian economies which have been conducted so far.

This recognition slightly differs from the results of the analysis made by the
World Bank in The East Asian Miracle Economic Growth and Public-Policy (The
World Bank, 1993). This analysis admits that efficiency growth is not the dom-
inant factor to the East Asian success, but it positively appraises higher rise in
productivity in this region than in other developing economies, explaining that it
was accomplished “by the combination of unusual success at allocating capital
to high-yielding investments and at catching up technologically to the industrial
economies” (p. 8), which was driven by the policy efforts, that is, implementation
of “industrial policy deliberate, government-sponsored interventions to alter indus-
trial structure” (p. 259).

The study also mentions rapid accumulation of human capital as one of the
fundamental ingredients of the high, sustained growth in the East Asian economies
(pp- 192-203). The accumulation of human capital is effectuated in both quantity
and quality aspects. Whilst its accumulation in terms of quantity means mobi-
lization of a greater number of workers into production, human capital in terms of
quality is augmented by higher and more expanded schooling in educational facil-
ities among people and by greater acquisition of vocational skills and knowledge
through various channels, for instance, firm-level training, on-the-job training,
introduction of foreign techniques, and so on. The latter aspect of accumulation of
human capital can be considered to be related to technical advance embodied in
labor input. Krugman does refer to the remarkable upgrading of educational stan-
dards of work force in Asian countries, especially in Singapore. But, he regards it
as a mere increase in labor input because he probably takes the rise in labor quality
relying on a formal educational system not to last long.

This argument puts aside a question that advance in labor quality due to accu-
mulation of knowledge other than school education will substantially contribute
to technical advance in production and that the general upgrading of educational
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standards of labor force through expanded schooling in the nation will provide the
economy with a sound basis for the acquisition of best-practiced technology and
management know-how causing the efficiency growth. In relation to this, Lucas
constructs a theoretical model explicitly incorporating the role of the growth of
human capital into an aggregate production function in order to explain, or to
narrow the theoretical possibilities of the problem of, the growth miracles of East
Asia (Lucas, 1993). After the discussions on this model with special attention to the
on-the-job accumulation of human capital (learning by doing), he concludes that
the main engine of growth is the accumulation of human capital (knowledge) and
physical capital accumulation plays no more than a subsidiary role. In particular,
learning on the job on a sustained basis seems to be by far the most central for the
rapid and sustained rise in living standard of a nation.

This paper constructs a simple theoretical model to understand the rapid growth
and its possible conditions of Asian economies, placing emphasis on two important
ingredients: accumulation of knowledge and policy efforts of the government.
Krugman has not fully investigated the role of the accumulation of knowledge and
Lucas has not explicitly considered a process of the accumulation, either. The latter
ingredient, governmental policy, has been ignored in the discussions of both the
scholars, at least in their explicit theoretical frameworks. The analysis of growth
paths follows proposition of the model and, subsequently, some policy implications
for the possibilities of sustained growth for the developing economies are derived
from it in reference to the observation of the realities of Asian economies.

1.3. A Theoretical Model and Growth Paths

Being grounded on the considerations in Section 1.2, I first present a simple
growth model designed to represent the main characteristics of the development
behavior of the Asian economies: high rates of physical capital accumulation,
growing emphasis on accumulation of technological knowledge, and importance
of policy efforts by the governments to realize these accumulation, for rapid eco-
nomic growth.

In order to follow the growth path of per capita income of an economy, I consider
an ordinary Cobb-Douglas type production relation that per capita income at ¢,
y(?), is represented by using the stock of physical capital per worker (capital-labor
ratios), k(¢) and the accumulation of knowledge, A(¢), at that time in the following
form:

y(®) = k(@®)* A1) (1.1)

Here, o is a positive constant which is smaller than 1. It varies in the value
from country to country according to the development stage and other economic
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and social conditions. (As I do not pretend to take the traditional neoclassical
assumptions of perfect competitiveness to apply in the markets of actual Asian
economies, I steer clear of mention that it represents the share of capital.)

One of the essential efforts for developing economies to make take-off towards
the sustained growth paths is admittedly the accumulation of knowledge in its broad
sense. The knowledge includes general education for people as a fundamental con-
dition necessary for a rise in quality of human capital and more specific vocational
knowledge such as engineering and management techniques used in actual pro-
duction activity. The acquisition of this knowledge is conducted through a variety
of channels, but in the case of developing countries aiming to rapid catch-up to
the level of advanced industrial countries, it is usually observed that governmental
policies play an overwhelmingly important role for it. For the upgrading of the edu-
cational standards of the general public, it is inevitable to implement sophisticated
social policies including establishment of the comprehensive educational system
in the nation, and for the acquisition of new technology, governmental industrial
policies have a dominant influence over the behavior of individual firms through
subsidizing imports of capital goods embodying new technology, encouraging tech-
nology transfer in the form of licenses and foreign training, liberalizing capital
movement to introduce direct foreign investment, financially supporting R&D
activity, and so forth.

Although governmental policy interventions aiming to the accumulation of
knowledge would take different forms depending on actual economic, social, and
political circumstances of each country and might change forms according to the
situations, the efforts in the aggregate will be measured by government expenses
devoted to all what is related to the acquisition of knowledge by the people. What
we have to take notice, here, is that the effect of the policy efforts is regarded to
depend on the amount per capita rather than the total. (Consider the relation of the
total amount of government budget for R&D to the effects between Singapore and
China.)

Another thing to be considered in the process of knowledge accumulation is the
influence of technological gap between the developing and the developed countries
on the rates of the acquisition by the former. It is assumed that if a nation ceases to
make efforts to add new technology to its stock, that level measured by a yardstick
of the contemporaneous level of the world best-practiced technology decreases at
a constant rate, p. This is caused by the birth of new technical knowledge in the
advanced countries on one hand, and by the continuous decay of old one on the
other hand. (Consider one typical example of technological transition from the
punched card data processing system to the system of electronic computers which
arose in the computer industry in the 1960s. Owing to this technological progress,
the programming technique of back pannel wiring in Personal Computer Disk
Player (PCDF) was reduced to complete obsolescence.)
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From the above consideration, the process of accumulation of knowledge is
represented in the following equation

dA(®D)
dt

= u()y(t) — pA(), (1.2)

where u(f) means a fraction of national income devoted to the acquisition of
knowledge, that is, a tax rate for that purpose.

The process of change in physical capital per worker, k(¢), can be constructed
on the basis of the macroeconomic relation of gross physical investment being
equal to national savings. That is, the net investment to physical capital at time ¢ is
written as

o _ s(1 —u@®)y(®) — 1k() (1.3)

dr
Here, s and A denote national savings ratio and rate of depreciation, respectively,
which are both assumed positive constants being smaller than 1. The first term of
the right-hand side, (1 — u())y(¢), is the per capita disposable income net of tax
for the acquisition of knowledge and thus the savings ratio has to be understood
accordingly.

The rate of obsolescence of technical knowledge in the stock of the devel-
oping economies, p, is considered to correspond to the rate of technical progress
of the world best-practiced technology. From Eqs. (1.1) and (1.3), we can
derive the amount of policy efforts necessary for the developing economies not to
widen the present technological gap anymore and to keep pace with the progressing
level of world technology by using dA(¢)/dt = 0:

0
k()™

u(t) = (1.4)

This shows that the developing economies having a smaller capital-labor ratio, have
to continue the policy efforts more in order to keep pace with the technological
standards of the advanced economies. The greater the pace, the more efforts are
required, naturally.

In the same way, we can obtain the relation of the stock of knowledge A(?) to the
capital-labor ratio, k() when k() remains constant, dk(f)/d¢ = 0, in the equation

Mk

The above model has the similar expressions to what Karl Shell (1966) presented
in his study of relationship between inventive activity and economic growth, which
was highly suggestive to my study. The similarity of models takes place from
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a common nature intrinsic to the accumulation activity of knowledge. Special
attention is paid in my analysis, however, to the policy efforts by the governments
of developing economies to the growth through transfer of technology from the
advanced countries and to the investigation of the initial conditions for take-off
towards the sustained growth in relation to these efforts with the use of this model.

Hereafter, as the first step of the study, the policy efforts are assumed to be
continued with a certain level by the governments, and thus,

u( =i (1.6)

Then, the values of A(f) and k(¢) corresponding to dA(#)/d¢ = 0 and dk(¢)/dt = 0
are determined to be A, and K, respectively, irrelevant to time:

Py

Ay = ———
s(1 —u)

(1.7)

ki = (1.8)

Nk

As a starting step of the analysis, with the level of the policy efforts being taken to
be a time-invariant constant, I attempt to derive the growth equations for A(f) and
k(t) to know the behavior of these trajectories according to the initial conditions of
the developing economies, and then examine the possibilities of take-off towards
their sustained growth by changing the levels of policy efforts in connection to the
initial situations.

In order to solve the differential Eqs. (1.2) and (1.3), I try to transform it to a
linear system by the Taylor expansion about (A, k4), which makes it possible to
analyze the behavior of the growth paths around that point and obtain the approx-
imate expressions for the trajectories. The transformation practiced on Egs. (1.2)
and (1.3) gives the following non-homogeneous linear differential equation system:

dv(r)
PRl Aw(®) — In(ky) (1.9)
dv(r)
T apv(t) — A(1 —a)w(®) — [In(Ay) — (1 — ) In(ky)], (1.10)

where v(f) = (1/ap) In(A(?)), and w(r) = (1/1) In(k(?)).
For the sake of obtaining a fundamental system of solution for the homogeneous
part of the above equation system, I construct the characteristic equation:

0
Y(p) = [ap i —w)

}—¢E=¢2+A(1 —)p—apr=0  (1.11)
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From this, the characteristic roots are obtained as:
1
pr=—500-0)+VDl=-pn (u>0)

(pz:%[—x(l—a)er/ﬁ]:w (w > 0) (1.12)

(D = 2%(1 — &)? + dapir).

Therefore, the characteristic equation of this system has real different roots of
opposite signs, and thus the stationary point (A, ks) is a local saddle point.
Moreover, as the function y(¢) is certainly twice-continuously differentiable with
respect to k, that point proves to be a global saddle point.

From the characteristic roots of ¢; and ¢;, a solution matrix is constructed as:

y— (|40 o | 412 ] (1.13)
Aoy Ap ’

where (A1, Az;) is a characteristic vector corresponding to ¢;. Now, the Wronskian
|Y| is not zero for at least a certain value of ¢, and thus Y becomes the fundamental
system of solution for the homogeneous part of the above differential equation
system.

With the use of this fundamental system of solution, the general solution for
the original non-homogeneous system is obtained in the form of:

v() . c1(to) /t » fi
L}m}-ym [Cz(to)]JrY(t) @ | |4 (1.14)

having arbitrary constants ¢ and c; at the initial stage #y. Putting the solution matrix
Y(?) in this relation, we obtain the explicit expressions for the general solution as:

v() = Ajici(to)e? + Arpca(to)e?’

A V2

+ s [in(a.) - (7 +1 =) Intk) | - fexplor (= 10)] = 1)
A ®1

+ [1n<A*) - (7 F1- a) 1n<k*)] Aexplga(t — 10)] — 1)

(1.15)

w(t) = Az (tp)e" + Axca(ty)e?”
A
@1+/D

+ [inca,) - (% +1—a)ntk)]
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A
x (A—'”) {explei (t — 1)] — 1}
11

+

¢2T/B [ln(A*) — (% +1- (x) ln(k*)]

A
x (A—”) {explea (t — to)] — 1}. (1.16)
12

Changing v(#) and w(?) into original variables, we have the final expressions for
time paths of the stock of knowledge A (¥) the capital-labor ratio k() in the following
way:

A(1) = expfloapl(g1 + hie #)e?" + (g2 + hoe#)e? — hy — ha]} (1.17)
k(t) = exp{pi(g1 + h1e ?")e?" + @y (g2 + hae” #70)e?" — @11 — poh2},

(1.18)
where constant and coefficient terms g1, g2, k1, hy are represented as
In(Ag) — aplIn(k
| = [‘”2 n(Ao) — apIn( 0)]5%“} (1.19)
ap(¢2 — ¢1)
In(Ag) — apIn(k
g =— [‘pl n(Ao) — apIn( 0)} =200 (1.20)
ap(p2 — ¢1)
A ()
hy = 7 {1n(A*) - (7 +1- a) ln(k*)} (1.21)
P {-m(A*) + (ﬂ F1- a) ln(k*)} (1.22)
¢24/D A

In the relations (1.19) and (1.20), Ag and kg denote the initial values of A(¢) and
k(t) at t = tg, respectively. These initial conditions are due to play a crucial role
in the future growth paths of the economies, which will be investigated in the next
section.

The time paths of A(f) and k(¢) obtained here represent no more than the
approximation to those implied by the original model postulated in (1.1)—(1.3), but
they preserve the fundamental nature inherent in it. Thus, Egs. (1.17) and (1.18)
yield the expressions for the trajectories of growth in an (A, k)-plane by a process
of elimination of time 7 from them in the following form:

| In[A()] + apIn[k(t)] + ap(u + w)ha|*
X |wIn[A@®)] + apIn[k(D)] + ap(u + w)h1]|?
= |ap(u + 0)(g2 + hae ) * - ap( + w) (g1 + hie H0)|@. (1.23)
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Some computational manipulations make it possible to rewrite this expression in

the form
n A k(1) w A() k(1)
() () ()G )m(52) +n (52)

= (u+ @) Ay ()" - (1 + ) Ay (101, (1.24)

where Ay (19) and A'?y,(fo) are obtained from the initial conditions for A(r)
and k(#) as expressed in the following way:

! .{2 ‘In (ﬂ) I (k_‘))} (1.25)
nw+o |op Ay ky

1 ® Ao ko
o (@) (@) 0w

[See also a mathematical note in Appendix.]

In order to depict the trajectories of the growth paths, it is convenient to express
at first the parts enclosed with the absolute value marks in the left-hand side of
Eq. (1.24) in the linear form. This can be done by putting

x1(t) = (otip) In <IZ(:)> and x(r) = (%) In (kk(:)> , (1.27)

which gives

n 13}

Ay (1) =

A2y, (1) =

lux1 () + Ax2(O]" - |wx1 (1) — Ax2 ()]
= (1 + @) APy (1) " - |1 + @) Ay (10) . (1.28)

The trajectories of x1(f) and x,(#) are shown in the phase plane of Fig. 1.1. In the
laws of motion there, attention must be paid to the properties that the growth of
x1(#) or x2(¢) always becomes zero when a trajectory cuts across the lines

x2() =0 and apx1(t) — A(1 — a)x2() = 0.
The trajectories approach an asymptotic line,
wx1(t) — Axz () =0,

as time goes on, one group expanding and the other dampening. The origin corre-
sponds to the point (k,, Ay).

After the law of motion in the phase diagram is understood, the growth trajec-
tories of A(f) and k(¢) are easily depicted. Since the slope of an asymptotic line
extending northeastward is easily ascertained to be greater than that of the line
signifying dx, () /d¢t = 0 as shown in Fig. 1.1, the asymptotic curve

w A1) Ko\
G ()0 o
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iy, ey —Ax.(e) =0
b, dm_dk _,
dt dt

Capr () =31 —ale(t) =0

M|<3}+112{3} =0

(z; =100

Fig. 1.1. Phase plane of (x1 (), x2(7)).

cuts the dk(f)/dt = 0 curve at the point O(k,, A,) from below to above as it
stretches to the northeast. And it has already been found that the crossing point is
a saddle point.

In the plane of the growth trajectories, the point O moves according to the
change in the value u, policy efforts. This means that policy efforts might switch
some growth paths which are to dampen in the future to the other paths and make
them go into the trajectories having expanding properties. This possibility is exem-
plified in Fig. 1.1 by a switch of a trajectory from P to Q. The effects of policy
on the growth paths together with the initial conditions are considered in the next
section, especially with the East Asian economies in mind.

1.4. Initial Conditions and Policy Efforts

Among the results derived from the above theoretical analysis based on a simple
growth model, what seems to be of special significance from the point of view of
economic development is the relation between the initial state of an economy as
the fundamental conditions for the development and the effects of policy imple-
mentation on the possibility of growth.

As mathematical models invented by economists always do so, my model pre-
sented in this paper takes into account only the essential properties associated with
the problems to be considered. Thus, the discussion here is not concerned with full



18 M. Takashima

description about sophisticated aspects in the real economy, but it refers to those
to the extent that the model is related to them. The purpose of model-building is to
extract essential law of immanent behavior in the reality from its complexity for
the cause of better understanding of the actual economy and better policy-making
appropriate for it.

As regards the initial conditions of an economy aiming to the take-off for
sustained growth, the model typically indicates what amounts of accumulated
knowledge A and of physical capital stock per worker k are needed at t = f#.
Figure 1.1 shows that in order to get on the paths which are to be led to the sustained
growth, the economy must be in the region above the line

px1(t) +Axa(t) =0 (1.30)

in the phase plane at the initial time ¢ = 7. This region is formed by an asymptotic
curve equivalent to the equation which is given as

W (AG) K\
am(A*)Hn(k*)_o (1.31)

in the trajectories diagram which is easily graphed out. The economies having the
endowments of A and k at the initial time, A(#y) and k(#p), which are located in
the region under this curve, are on the trajectories going eventually to the state at
a low ebb.

This simple theoretical conclusion throws some light on the arguments con-
cerning the growth of Asian economies. As mentioned in Section 1.2, Krugman
poured cold water on the popular enthusiasm about Asian rapid economic growth,
stating that Asian input-driven growth is an inherently limited process as far as it
is not accompanied by an increase in efficiency with which inputs are used. With
reference to the above conclusion seen in Fig. 1.1, it seems that Krugman’s view is
correct no matter how much physical capital is piled up, the economies cannot go
into the trajectories eventually heading for the developed state as long as they stay
in the region under the boundary curve marked by Eq. (1.31) owing to the absence
of efficiency growth, that is, the low level of the accumulation of knowledge A. In
that circumstance, it appears that the economies make rapid growth through high
rates of the mobilization of resources into production, but as a matter of fact, they
may simply move to one of the upper trajectories of the same dampening nature, and
then the growth is not sustained actually. In a different situation, however, where the
economies have already accumulated a considerable amount of knowledge whilst
the stock of physical capital is at an extremely low level, the economies could find
a way to go into a sustained growth path towards the developed state. This might
be possible by only a small amount of efforts of accumulation of physical capital
through the measures like receipt of foreign aids. Otherwise, those economies with
a high level of knowledge might ever remain in the sustained growth region above
the boundary curve even at a low level of capital stock. This is considered the case
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with Japan’s economy that was immediately after the end of the World War II. Japan
had attained to the industrial state near the then Western economies, but the accu-
mulated production facilities were almost completely destroyed by bombardment
in wartime. No one can destroy knowledge dwelling in the nation, however, Japan
embarked on the reconstruction of its economy after the war, keeping the tech-
nological knowledge associated to productive activities accumulated in peacetime
before the war and augmented by the government-financed R&D mainly concerned
with advanced strategic technology. In the process of the reconstruction, the lack
of physical capital was the problem of vital importance for the government to
deal with. In order to tackle this problem, it took a bold step called the “priority
production system” that the limited amounts of Japan’s scarce resources at that
time were to be committed mainly to the construction of productive facilities of
the fundamental industries such as iron and steel, shipbuilding, and electric power
industries. In so doing, Japan’s economy could go into the trajectory of rapid and
self-sustaining growth in five years after the end of the war. (In addition to such
policy efforts, it is commonly admitted that the Korean War in 1950 played a def-
inite role as an engine in sending Japan’s economy to the high-growth path.)

As far as the static initial conditions are concerned, Krugman’s statement on
the limitedness of the economic growth of the newly industrializing countries in
the Pacific Rim seems to be correct on the basis of the analyses here. However,
Krugman disregards the fact that the continuous efforts of augmenting knowledge
or human skills in the nation could change the economy’s nature from “One-time
changes” by mobilization of inputs to vitalized growth by increases in efficiency.
A continuous policy effort to augment knowledge, u(f) = u, moves the point
O(ky«, Ax) as time goes on. If this point moves towards the origin in compliance
with the efforts, the dampening region of the economy diminishes accordingly.
The behavior of the point O in response to changes in the level of u is shown in
Fig. 1.2. Recall that u(f) denotes part of national income devoted to the acqui-
sition of knowledge and is generally considered to be the tax rate for that purpose.
However, the accumulation of knowledge is not always implemented by adminis-
trative measures based on governmental policies, but it could also be taken place in
ordinary behavior of free enterprises or individuals being driven by market compe-
tition or a desire to improve oneself. The variable u (¢) includes all these activities
related to the acquisition of knowledge by the nation.

When the value of u is so small as to be almost zero, the initial conditions
for an economy to go along the developing trajectories are highly demanding:
the economy has to be equipped with a vast amount of physical capital stock
along with a fairly large accumulation of knowledge at the beginning of stage of
development since k; is of almost infinity and A, is (A/s)k!=% at u = 0. This
can be said to be a contradiction in terms of “development.” As u(¢) takes a larger
value starting from zero, the conditions for growth become less demanding. This
stable (zero growth) point O approaches the origin accordingly and the required
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the minimum (A /as)[p/(1 — oc)]%x. This point M is attained by the level of the
policy efforts u = 1 — «. After that, the required levels of knowledge at the initial
state increase rapidly as u approaches 1. This is a broad outline of changes in
the required initial conditions of the economies aiming at self-sustaining growth
derived from the motion of the stable point caused by the changes in the level of
policy efforts to acquire knowledge. These efforts are not limited to the activities
of directly acquiring knowledge through, for instance, government-financed R&D
or importation of foreign techniques. Technological knowledge could be accumu-
lated through indirect channels, too, of importing capital goods furnished with
highly advanced technology needed for the production of exports under the export
promotion strategy.

The analysis shows that policy efforts by the nation could ease the initial con-
ditions required to make the economy grow by changing the state in the poverty
region (under the asymptotic curve given by the Eq. (1.31)) to that in the prosperity
region (above the curve). This same effect produced by the policy efforts can be
explained in the phase diagram of Fig. 1.1 by a switch of a declining path at a point
P to a self-sustaining growth path at a point Q. I do not intend here to assert the
advantages in economic policy of the selective interventions over the traditional
laissez-faire approach. I only would like to indicate that continuous policy efforts
can play an important role in improving the initial conditions of the economies
which remain in poverty state and cannot find a way to get rid of it. It is taken for
granted that whether an economy in the underdeveloped state can actually move
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to the prosperity region, not taking only an upper growth path in the same poverty
region by “one-time changes”, depends upon the extent to which the economy can
achieve efficiency growth by the accumulation efforts of knowledge of the nation.

1.5. Concluding Remarks

I'have tried in this paper to analyze the fundamental structure of the Asian economic
growth and to bring to light the basic problem to be considered for the sake of
the development of the East Asian economies in the hope of further promoting
constructive arguments about them between the popular enthusiasm alleging the
“Asia’s miracle” and the scholarly skepticism about the Asian supremacy of the
growth asserting a lack of efficiency growth in these economies.

Economic growth, as an increase in per capita national income, is achieved
through both quantitative and qualitative advances in economic activities: quanti-
tative advances of the economy can be accomplished by mobilization of capital and
labor inputs in production processes, while qualitative advances can be caused by
efficiency growth in the economy typically through technological improvements.
In the light of this consideration, I introduced a simple mathematical model to
analyze the fundamental properties of growth paths in relation to the initial state
of a country visualizing to enter the take-off stage followed by sustained growth.
Growth equations derived from that model show that all the growth trajectories
are divided into two groups according to the initial conditions, one of which con-
sists of trajectories having the eventually expanding properties with the other being
those of the eventually dampening properties. The phase plane accommodating
all the possible growth paths is separated into two parts by an equation signifying
an asymptotic curve. One is the area above the curve where all the eventually
expanding trajectories exist and the other is the area below the curve having all
the eventually dampening ones. I designated the former as the “prosperity region”
and the latter as the “poverty region.” An economy lying in the poverty region at
the initial state will be destined to stay in the situation of low standard of living,
if it does not make any policy efforts to accumulate knowledge. On the contrary,
the policy efforts could send the economy to one of the growth paths in the pros-
perity region. From the properties of the poverty region which enlarges or reduces
according to the changes in the level of policy efforts, growth policy unaccom-
panied by increases in efficiency-mobilization of resources without augmentation
of knowledge might give the economy only “one-time changes” of the state which
move it into one of the upper trajectories in the same region. This may correspond
to the case of an inherently limited input-driven growth mentioned by Krugman
about Asian rapid economic growth. However, much attention must be paid to the
possibility that continuous efforts to augment knowledge by the nation would lead
the economy to a sheer self-sustaining growth path by moving it from the poverty
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region to the prosperity region, or by switching the trajectories from the eventually
dampening path to one of the eventually expanding paths. As a matter of fact,
Japan has accomplished this switch in growth path through the implementation
of sophisticated economic policies characterized by a series of “economic plans”
which extended over five decades after the war. South Korea, as well, has made
high and sustained growth accompanied by structural transformation through con-
tinuous policy efforts strongly led by the government in pursuit of the Japanese
model to a great extent (Takashima, 1994).

An economy may differ with another on the forms of policy efforts to accu-
mulate knowledge, depending on the differences of political and economic sur-
roundings between them. In reality, the economies of South-East Asia— Singapore,
Thailand, Malaysia, and Indonesia — have taken different strategies to acquire
knowledge from those of the North-East Asian forerunners, Japan and South Korea,
by opening their markets to foreign direct investment (The Economist, 1995), as
compared with these East-Asian peers having striven against it.

It depends on a degree of increases in efficiency whether these East-Asian
economies truly have made or can make a growth miracle. At the early-industrial
stage when the economy is about to start its industrialization for growth, policy
measures like selective interventions and coerced mobilization of resources might
prove effective for structural transformation and produce a rapid growth. But the
quantitative mobilization of resources inevitably reduces the economy to the state of
decreasing returns. The sheer self-sustaining growth can be achieved only by con-
tinuous efficiency growth through accumulation of knowledge, typically speaking,
technological advance in the broad sense of the word, which can realize increasing
returns in production. And this cannot be made by government regulations and
protectionism, but can be progressed only by continuous development of creativity
inspired in the nation by the free competitive environment.

Mathematical Appendix

In this Appendix, I provide another method of calculations for the solutions of the
non-homogeneous differential Eqs. (1.2) and (1.3), which proves to give the same
result as (1.23).

I start with the non-homogeneous linear differential system, Eqgs. (1.9) and
(1.10), obtained by the Taylor expansion of the original system about zero-growth
point (A, k). This system can be reduced to the form of a linear homogeneous
system of differential equations

d
2 (A1)
dt

d

22 _ wox) — A1 — a)xa (A2)

dt
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by replacing v(f) and w(f) with new variables x1 (f) and x; () having the relations

x1(n =v(0) — (1/ap) - In(Ay)

= (1/ap) - In(A(1)/Ay) (A3)
x2(0) = w() = (1/4) - In(ky)
= (1/3) - In(k(D) /) (A4)

Thus, the differential system can be written in vector form as follows

(dx1(t)/dt> _ [0 A ] . (xl(t)) )
dxo(r)/dt ap M1l —a) x2(%)

Considering a certain linear transformation

d
y=Ax; + Azx, and d—f = ¢y, (A.6)

next relation can be obtained from Egs. (A.1) and (A.2):
A1(Ax2) + Azlapx) — A(1 — a)xz] = ¢(A1x) + Azxp) A7)

(Here, notations y and A; have no conceptual relation with the variables denoting

per capita income and level of knowledge in the original model of the text, respec-

tively.) Since the variables x; and x, are to take arbitrary values in Eq. (A.6),

Eq. (A.7) yields

—¢A1 +apAr =0 (A.8)

M+ [-A(1 —a) —¢]lA2 =0 (A9)

In these equations, the next relation must be established in order for the non-zero
solutions for A; and A; to exist

—¢ op
A Al —-—a)—¢

—¢ A

=0 (A.10)
ap —MAMl—a)—¢

This is nothing else but the characteristic equation for the coefficient matrix of the
homogeneous differential system Eq. (A.5).

The characteristic roots ¢ and ¢, of this equation were given in the text as
Eq. (1.12) and proved to be real and different, having opposite signs. Therefore,
characteristic vectors (A;1, Aj2) are obtained from Eq. (A.8) or Eq. (A.9) corre-
sponding to ¢; (i = 1, 2). (One of the Egs. (A.8) and (A.9) is derived from the other
one along with the above characteristic equation which gives the existence condi-
tions for the solution.) From ¢ # ¢, and the second relation of Eq. (A.6), y; and
y2 are found to form a system of linear independence.
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With the characteristic roots ¢; and ¢» having real different values of opposite
signs, the second relation of Eq. (A.6) is written as a system of two equations, each
corresponding to one of the roots:

) =[5 o] Go) e

Thus, the system can easily be solved in the following way:
y1(0) = y1(to) exp[e1 (t — 10)] (A.12)
y2(t) = ya(to) explga(r — 10)], (A.13)

where negative root ¢; and positive one ¢, are rewritten with the use of positive
notations and as  and w as ¢ = —u and ¢o = w, respectively.

Using the two variables yjand y, corresponding to those two different charac-
teristic roots, the full linear transformation Eq. (A.6) between x; and y; is written

in the form
A A X
Y1 _ 11 12| 1 (A.14)
» Ay Ax X2

Here, the first row in the matrix A;; represents the characteristic vector of the
coefficient matrix of the system Eq. (A.5) corresponding to the first characteristic
root ¢ and the second row is that corresponding to the second root ¢». Then, the
solutions of Eqgs. (A.12) and (A.13) and can be transformed into those of x; (¢) and
x2(#) in the following expressions:

x1(0) = Ay (1) T 4 A yy (19)e” 1) (A.15)
0(0) = A2y (10)e T 4 A2y (r9)e” 71, (A.16)

where AY is an (i, j) element of the inverse matrix of (A;;) in Eq. (A.14). The
relations between AYs and the coefficients of the original system are obtained by
putting the above solutions into Eqs. (A.1) and (A.2), which yields

pA" £ 1A' =0 and wA?' —21A%? =0 (A.17)

apA" 4w — A1 —)]A2 =0 and apA'? +[—w— A(1 — @)]A2 = 0.
(A.18)

Equations (A.17) and (A.18) are not independent because the first relation of
Eq. (A.18) can be derived from the first relation of Eq. (A.17) with the help
of the relation expressed in the characteristic equation and the second relation
of Eq. (A.18) can be obtained from the second relation of Eq. (A.17) exactly the
same way.
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Through a process of elimination of 7, Egs. (A.15) and (A.16) yield the general
equation of trajectories of (x1(#), x2(#)) in the following form

lx1 (0 + Ax2(DF - |wx1 (1) — Ax2 ()|
= [(u+ ) APy )" - (1 + 0) Ay (10) | (A.19)

which was given in Eq. (1.28) in the text. The motion of these trajectories is depicted
in the phase plane of Fig. 1.1. This equation can be rewritten into the expression of
the original variables A(¢) and k(¢) with the use of the relations (A.3) and (A.4) as

(5)(42) (O () (32) ()
op Ay ks op A ki

= (1 + @) APy (1) " - |(1 + @) Ay (10) [, (A.20)

I w

which was Eq. (1.24) in the text. The behavior of growth paths are easily depicted
in (A(?), k(¢))-plane.

Individual growth equations of A(f) and k(¢) are obtained from Eqgs. (A.15) and
(A.16) by changing variables, using Egs. (A.3) and (A.4). That is,

A1) = Alto) exp[(AM y1 (10)e U7+ A2y (19)e” 7)) ap] (A21)
k(1) = k(to) exp(—p Ay (t9)e 070 + A2y, (1)), (A22)

These equations give us the unknown constants, All y1(to) and Al2 y2(tp) in
Egs. (A.19) and (A.20) in consideration of the initial conditions, A(#p) and k(zp),
as Eqgs. (1.25) and (1.26) in the text.

In the phase plane of (x{(f), x2(¢)), the asymptotic lines for the trajectories of
Eq. (A.19) are found to be

ux1(@® +Ax2() =0 and wx((t) — Ax2(t) =0, (A.23)

which leads to the asymptotic curves for growth paths of Eq. (A.20) in the form

(i) In (A(”) i (’“”) ~0
ap Ay ki
w A(D) ki
(a_p) ln< A ) —1In (E) =0. (A.24)

These play a crucial role in characterizing the behavior of trajectories in both planes
of (x1(9), x2(¢)) and (A(?), k(?)), as explained in the text.

and
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CHAPTER 2

POPULATION AND POVERTY: A GENERAL
EQUILIBRIUM APPROACH

Mats Lundahl

University of Stockholm, Sweden

Knut Wicksell’s writings on poverty and population are not considered to belong
to his most original pieces (Fong, 1976, p. 314; Gardlund, 1996; Gustafsson, 1961,
pp- 203, 226; Henriksson, 1991, p. 40; Palsson Syll, 2002, p. 241; Uhr, 1951,
pp- 832-834; 1962, p. 3, pp. 59-60, pp. 328-329; 1991a). If we caricature a little,
the way Wicksell’s views on population and to poverty are usually conceived of
is the following. The sex drive of mankind leads it to reproduce in geometric pro-
gression, as hypothesized by Malthus. Food production, on the other hand, only
increases in arithmetic progression, also a la Malthus. This is an impossible situ-
ation, which can go on for a limited time only. People get poorer and then attempt
to emigrate if they can. For those who fail, the vices of drunkenness and prosti-
tution lurk around the corner. The only escape goes through the systematic use of
contraceptives within the marriage. The optimum population is the one that maxi-
mizes the economic well-being of the population. “The optimum population theory
is the core of Wicksell’s population theory,” summarized Fong (1976, p. 315),
and this is usually the only credit he receives when his writings on population are
mentioned (Fong, 1976, p. 314; Gottlieb, 1945, pp. 291-292; Hutchinson, 1967,
p- 391; Lindahl, 1958, p. 35; Pitchford, 1974, p. 87; Robbins, 1927: p. note, p. 118;
Schumpeter, 1954, p. 582; Sommarin, 1926-27, p. 29; Spengler, 1983).

This treatment is not fair to Wicksell. In his foreword to Value, Capital and
Rent Shackle (1954, p. 7) makes the following characteristic of Wicksell’s scientific
contribution, “Wicksell’s work was like a mountain from whose flanks divergent
streams run down and bring fertility to widely separate fields, only to merge again

29
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later into a single broad river.” This statement describes his views on poverty and
population very well. However, also in this context there is a great deal more
originality in Wicksell than what is commonly realized. He developed his ideas in
a large number of published and unpublished writings all the way from 1880 until
his death in 1926, and once you put the writings next to each other they form a
coherent general equilibrium system of the interplay between population growth
and poverty, trade and factor movements. As early as 1891 (Wicksell, 1891) he had
sketched the first outline of what would 80 years later be formalized as the specific
factors model of international trade by Jones (1971) and Samuelson (1971a, b).
It is mainly here, and less in his insistence on Malthusian characteristics or in his
discussion of the optimum population, that Wicksell’s original contribution to the
analysis of poverty and population lies. The present essay will be devoted to an
examination of his theory.! We will then begin with its core element: diminishing
returns.

2.1. Diminishing Returns and Technological Pessimism

Population growth tends to depress both per capita income and wages, because
diminishing returns prevail in the economy. A strong population increase increases
the demand for food and production is displaced to even more marginal lands.
In the process, wages will fall (Wicksell, 1892, p. 309). Agricultural output can
always be increased by capital accumulation and labor force growth, but not to the
corresponding extent (Wicksell, 1914, p. 4), and mere population growth simply
depresses the wage rate and increases land rents and the return to capital.

Agriculture is not the only branch subject to diminishing returns. Industrial
production is based on natural resources, which will be exhausted in the longer
run (Wicksell, 1902, pp. 548-549), and it is intimately connected with agriculture
on the input side (Wicksell, 1914, p. 7). Hence, whenever diminishing returns
are present in agriculture they are also present in manufacturing. Infrastructure
displays diminishing returns as well. The satisfaction of an increasing demand
for foodstuffs, in the “countries of old culture,” Wicksell argues, is not possible
without infrastructural development (Wicksell, 1999c, p. 121), but the latter is
subject to diminishing returns, which in turn tends to create unemployment and
reduce demand in the economy.

It is often argued that over time technological progress will counteract and
overtake diminishing returns and hence raise incomes. Wicksell, however, con-
tended that all that this would lead to would be a temporary upward shift in the
marginal productivity curve, and that diminishing returns would thereafter take

1 For a more detailed exposition of the individual elements of Wicksell’s theory, see Lundahl
(20054, b).
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over once more, albeit from a higher level (Wicksell, 1903, p. 173). The few inven-
tions that occur mainly tend to increase the population since they make it easier to
get a job. Therefore, in the end, the only thing that inventions can do is to sustain
a given population, but not its increase over a longer period of time (Wicksell,
1999a, p. 97).

Mechanization does not necessarily increase wages (Wicksell, 1958, p. 102).
Discoveries that introduce new power sources or make it possible to cultivate
new fields benefit the workers, but inventions may also save on labor without,
for example, bringing new natural resources into production (Wicksell, 1958,
pp- 102-103; 1934, p. 164). As is well known, in one of the most celebrated
passages of his Lectures, Wicksell stresses that capital accumulation will generally
lead to a wage increase, whereas technological progress may not (Wicksell, 1934,
p- 164).

2.2. Overpopulation

Wicksell’s technological pessimism and his insistence on the severity of dimin-
ishing returns led him to the conclusion that Europe was overpopulated. Rel-
ative overpopulation is present when the population has increased faster than the
available means of nutrition, and Wicksell argued that this was the case both in
his native Sweden in the 1870s and in the rest of Europe (Wicksell, 1882, p. 99).
He had good reasons for this. When Wicksell began his investigation of the pop-
ulation problem, Sweden was characterized by a high natural population growth,
increasing numbers of surviving children in the families, low living standards and
terrible housing conditions among the working classes, and rural-urban migration
and emigration especially to the United States. A strong recession towards the end
of the 1870s exacerbated these trends (Kock, 1944, p. 81). The decline in mortality
that had taken place had accelerated the rate of population growth to an all-time
high, and Wicksell concluded that fertility had to be reduced with at least one-third
in order torestore the balance between death and birth rates (Wicksell, 1887a, p. 25).

As Wicksell saw it, population growth also led to war (Wicksell, 1891, p. 297;
1979, p. 149). Unless the economy flourished, not only at home, but in neighboring
countries as well, feeding growing populations might be impossible, and the result
might be war (Wicksell, 1891, p. 297). In an economic analysis of World War I, he
(Wicksell, 1978, p. 246) states that all wars were ultimately driven by the lack of
space to feed the population. Wars and population growth tended to form a vicious
circle. Overcrowding easily leads to war, and a large population is a prerequisite
for victory. Therefore, the military and the ruling classes will be against decreasing
birth rates (Wicksell, 1978, p. 247). On the other hand, if war and population
growth interact in a vicious circle, then there is of course no reason why peace and
population control should not do the same in a virtuous one.
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2.3. Trade and Emigration

Wicksell argued that the European colonization of overseas territories had led to
a division of labor, which allowed western Europe to trade its manufactures for
foodstuffs from overseas and from eastern Europe (Wicksell, 1999d, p. 148). The
extensive trade of industrial goods for food, he, however, considered dangerous. In
the first place, the overseas food producers would also run into diminishing returns
to labor in agriculture and therefore be forced to move labor into manufacturing.
In the end, they would consume most of their agricultural produce themselves and
leave little for exports (Wicksell, 1891, p. 180; 1999d, pp. 148-149).

This sequence of events would be reinforced by the introduction of tariffs
on manufactures in overseas countries that would restrict the entry for western
European industrial producers and make it diffcult for Europe to use imports to
satisfy its demand for food. The direct cause of protectionism was the growth of
the population. Wicksell (1999b, p. 64) stressed that tariffs would be introduced as
soon as the population had grown large enough for rent to appear on a major scale
in agriculture. The tariff would then increase wages at the expense of rent.

Wicksell also pointed to a second problem with specialization and trade: that
minerals and fossil fuels would be available only at a cost that would be rising faster
than what material-saving technological progress would be able to compensate
for (Wicksell, 1999d, p. 149). The third obstacle to continued international trade
that Wicksell saw was that the population of the food-exporting countries would
increase and consume its former food surplus while ceasing to demand western
European manufactures (Wicksell, 1979, p. 148).

Wicksell considered the golden age of factor-proportions-based trade to be an
exceptional episode in economic history (Wicksell, 1926, p. 265). The exchange
of manufactures for food staples was not sustainable in the long run. Dimin-
ishing returns to a rapidly growing population would ensure this (cf. Uhr, 1962,
pp- 328-329). In the end, Europe would have to produce its own primary products
but that would be impossible unless the population could be reduced.

One way of obtaining a reduction of the population was emigration. At least
100,000 Swedes left their mother country during 1880 and 1881, the vast majority
for the United States, a figure which Wicksell considered large for a country of
4.5 million inhabitants (Wicksell, 1882). Emigration, he argued, reduces the com-
petition among the workers for the available jobs and hence increases wages, and
the reduction of the number of consumers will serve as a brake on prices. This,
from the distributional point of view, would be positive (Wicksell, 1882, p. 19).
Wicksell was, however, not prepared to endorse the idea that labor migration is an
unmitigated blessing. The reason was the cost of education incurred by the home
country and the failure to match this with a contribution to GDP by the emigrants
(Wicksell, 1882, pp. 23-24). This, however, assumes that the prospective emigrants
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can be employed at home. Should this not be the case, their departure is simply a
way of writing off the loss that has already been incurred by their home country.

2.4. Towards the Optimum Population

Wicksell (1882, p. 47) emphasized that there was a close connection between the
economic situation in Sweden and the rate of emigration. The cause of emigration,
he argued, must be sought in the excessive growth of the Swedish population
(Wicksell, 1882, p.55). Wicksell saw a potentially Malthusian situation building up,
where neither the growth of agriculture nor the growth of manufacturing industry
could serve to accommodate five new families instead of four. The land could
not be subdivided indefinitely, so the agricultural sector would have to shed labor
to industry and commerce with lower wages and living standards as the main
consequence (Wicksell, 1882, p. 61). Thus, Wicksell was forced to conclude that
no obstacles should be put in the way of migration (Wicksell, 1999d, p. 146).
He hastened to stress that the real emigration issue is connected with population
growth. To argue that the size of the population should be expanded was simply
foolish (Wicksell, 19994, p. 155).

The issue was the optimum size of population, “the number that in the given
conditions is best suited to the available natural resources and is therefore most
compatible with the achievement of material well-being, which is after all the
necessary basis for all other culture” (Wicksell, 1999d, p. 157). In Sweden, the
optimum figure was far below the actual one according to Wicksell, and he was
convinced that this was the situation in the rest of Europe as well (Wicksell, 1979,
p. 146).

It might be impossible to reduce the population to the extent needed without
increasing the rate of emigration substantially (Wicksell, 1999d, p. 160). In the
near future, however, as Wicksell saw it, emigration would become much more
difficult than in the past (Wicksell, 1887a, p. 26). Not least, the agricultural frontier
in the United States was almost closed (Wicksell, 1887a, p. 27). Finding a place
for the surplus population would become increasingly hard, and Wicksell came up
with the not too realistic proposal that Siberia could provide an outlet (Wicksell,
19994, p. 161).

When the population grows, diminishing returns tend to lower per capita
income, but against this we have to put economies of scale, increased division of
labor, improved organization forms, etc. Where these two tendencies match each
other is where the optimum population is found (Overbeek, 1973, p. 510).

As time went by, Wicksell, who at the beginning of the 1880s had recom-
mended a slow increase of the Swedish population, became more and more con-
vinced that the population had to be stationary instead (Wicksell, 1924/25, p. 260).
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When it came to the methods for reducing the size of the population, Wicksell
was opposed to postponing the age when marriage is contracted, since that would
put an unnatural brake on the sex lives of young people. The only remedy was
the neo-Malthusian one (Wicksell, 1979, p. 150). Early marriages were not fea-
sible without anti-contraceptive devices (Wicksell, 1887b, p. 49). Later in his life,
Wicksell went on to argue that abortion would be permissible as well, under rea-
sonable circumstances (Wicksell, 1925).

2.5. A Formalization of the Wicksellian System

Wicksell’s discussion of the effects of population growth is carried out within
an implicit framework that closely resembles the modern general equilibrium
approach to international trade and factor movements, as this was developed in the
1970s. Time after time, he comes back to the interplay between events in Europe
and overseas. In the present context, we will label these two regions “The Old
World” and “The New World,” respectively. The production structure that Wicksell
worked with is almost completely symmetric. Both regions produce agricultural
goods on the one hand and manufactures on the other. (Below we will come back
to the main difference: the temporary existence of an agricultural frontier in the
New World.) Let us begin by portraying the Old World.
The production functions of the Old World are:

Ao = Ao(Loa, To, Koa) 2.1
Mo = Mo(Lowm, Ro, Kom) (2.2)

linearly homogeneous, with diminishing returns to all production factors, but with
positive cross-derivatives. Production of agricultural goods (Ap) takes place with
the aid of labor (Loa), land (Tp) and capital (Kpa ), while manufacturing (Mo)
uses labor (Lom), a natural resource (Rp), and capital (Kom). Labor is mobile
between the two sectors, and there is full employment of the labor force (Lo):

Loa +Lom =Lo 2.3)

Land is a fixed production factor. So is the natural resource. Wicksell kept insisting
on the exhaustibility of natural resources everywhere. He did not deal with mobility
of capital anywhere in his writings on population and poverty. In fact, the impor-
tance of capital in agriculture is played down almost everywhere except in his
discussion of technological progress. This makes it natural to treat the two capital
stocks as sector-specific. It is thus obvious that Wicksell’s production framework
essentially corresponds to the specific factors model of Jones (1971) (cf. also
Samuelson, 1971a, b), with a single mobile factor: labor.
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With profit-maximizing producers in both sectors, the production factors are
rewarded with the value of their respective marginal products. If we choose to use
manufactures as our numéraire, i.e., set P\ = 1 and P = P4 /Py, we must have
that

wo = PAG (2.4)
wo = M§ (2.5)

for the wage rate.

With sector-specific factors there will be no factor price equalization between
countries. The easiest way to see this is by borrowing a diagram from the original
Jones (1971) article.

In Fig. 2.1, we have put the two Old World curves for the value of the marginal
productivity (VMPL) in agriculture and manufacturing back to back. Labor use in
agriculture is measured leftwards from O and labor use in manufacturing rightwards
from the same point. Assume that the total labor force available is AB. Dividing
this between the two sectors so as to equalize the VMPL, yields an Old World wage
rate equal to OE. The figure has been drawn on the assumption of given capital
stocks, land, and natural resources. Assume next that the New World has exactly
the same technology and endowments of the fixed factors as the Old World, so
that the same VMPL curves apply, but a labor force which is only equal to A'B’.
This will then give rise to a higher wage rate: OF. Thus, as long as migration is not
free, neither the wages nor the returns to the specific factors will be equalized. We,
hence, need to operate with one wage rate (wo) for the Old World and one (wn)
for the New World.

Turning to the returns to the specific factors we have

oA = PAE; (2.6)

PA" | M*

F
E

LA/A A’ ( B" B Ly

Fig. 2.1. Wage determination in the specific factors model.
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for the land rent,

rom = MR @7
for the natural resource rent, and

ioa = PAS (2.8)

iom = M§ (2.9)

for the returns to the two capital stocks.

The outputs of the two commodities can also be stated as functions of their
relative price (P) and a shift parameter («), to symbolize exogenous influences on
production, like changes in factor endowments and technology:

Ao = Ao(P, @) (2.10)
Mo = Mo (P, @) (2.11)

Wicksell discusses changes in demand and relative commodity prices, i.e., he
works with the assumption of two “large” economic regions whose actions together
determine international prices. This means that we have to specify the demand side
as well. The total income of the Old World (Yo) is given by:

Yo =PAo + Mo (2.12)
This entire income is spent on consumption of the two goods (Dpa and Dopm):
Yo = PDoa + Dom (2.13)

The demand for agricultural goods in the Old World is a function of relative com-
modity prices, income, and preferences (symbolized by the shift parameter j):

Doa = Doa(P, Yo, B) (2.14)

This finishes our description of the Old World. The economic structure of the New
World is completely analogous (cf., however, below for the case of the agrarian
frontier) but for the separate shift parameters, y (production) and é (demand) (and
hence the equations (not spelled out) are numbered analogously: (2.1')—(2.14").
What remains to be done is to close the system. Wicksell assumes that the Old
World trades freely with the New World (while factor movements are regulated).
Thus, we may use the equilibrium condition for the market for agricultural goods:

Doa — Ao = AN — Dna (2.15)

where the Old World is a net importer and the New World a net exporter. No
corresponding equation is needed for the market for manufactures, since according
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to Walras’ Law, if all the markets except one are in equilibrium, then the last one
must be so too.

The system (2.3)—(2.4), (2.3')—(2.14’), and (2.14) has 25 equations and 25
unknowns (Ao, Mo, LOA, LOM7 W0, I'OA, TOM, iOA, iOM, Yo, DOA, DOM, the
corresponding New World variables and P). This system can be used for studying
the parameter changes in Wicksell’s system, and the production functions (2.1)—
(2.2) and (2.1")—(2.2) can be used for solving for output changes at the given
commodity prices.

2.6. The Effects of Population Growth in the Old World

The trigger that puts the Wicksellian system in motion is the human sex drive,
which results in the growth of the population and the labor force in the Old World.
With the given relative commodity prices, this will serve to increase employment
and production in both sectors, lower the wage rate, and increase the returns to
all the fixed factors. To see this, we employ Egs. (2.3)—(2.5) to solve for changes
in employment and wages, Egs. (2.1) and (2.2) to solve for output changes, and
finally Egs. (2.6)—(2.9) to find the changes in the rewards of the specific factors.
Differentiating Egs. (2.3)—(2.5) and solving for the changes in labor use yields:

dLoa = —(1/A)Mg-dLo > 0 (2.16)
dLom = —(1/A)PAEHdLG > 0 (2.17)

where
A = —(Mg- +PA§") > 0 (2.18)

and dwo < 0, from Eq. (2.4) or Eq. (2.5). Consequently, the production of both
commodities increases in the Old World.

These changes portray the basic Malthusian mechanism. When the population
and the labor force grow, at constant commodity prices, both agriculture and man-
ufacturing increase their employment of labor, but only at a falling wage rate in
terms of manufactures, and hence increase their output as well. It is easily demon-
strated that this simultaneously increases the returns to the fixed factors, e.g., the
land rent. Differentiating Eq. (2.6) gives:

droa = PAZdLoa > 0 (2.19)

This is what Wicksell meant when he stated that the rich in society — the
owners of fixed assets — had an interest in maintaining a high rate of population
growth, while at the same time this served to depress the living standard of the
workers, i.e., to increase their poverty. That, in turn, was what led to drunkenness
and other social evils.
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2.7. Technological Progress

As we have found, Wicksell did not believe that technological progress could
serve to overcome the effects of diminishing returns. Let us see what the effects
of technological progress may be with the given commodity prices. This makes it
possible to compare directly with the effects of population growth. Differentiating
Egs. (2.3)—(2.5) with a constant population and labor force and solving for the
changes in labor use and wages gives:

dLoa = (1/A)(PAS* — M5*)da (2.20)
dLom = (1/A) (MY — PASY)da = —dLoa (2.21)
dwo = —(1/A)PASEME® + ME-AE")da > 0 (2.22)

where do symbolizes technological progress, A](“)“ and M](“)“ measure the impact
of technological progress on the marginal productivity of labor in agriculture and
manufacturing, respectively, and where A is Eq. (2.18).

We find that provided that both marginal productivities are increased by tech-
nological progress, the wage rate must rise. Whether labor moves in or out of
agriculture (manufacturing) in the “normal” case where both marginal products
are increased by technological progress depends on which of the two productivity-
increasing effects is the stronger one.

We can now also compare the effects of diminishing returns on the wage rate
with those of technological progress. This is done using Eq. (2.22) where both the
growth of the labor force and technological progress have been incorporated:

dwo = —(1/A)P[AGMEG-dLo + (AFFME” + MG-AE")da] (2.23)

What Wicksell argues is that the first term within the square brackets is larger
than the second. The size of the labor force growth, dLo, and the strength of the
diminishing returns A]c“)L and MléL are strong enough to outweigh the productivity-
raising influences of technological progress Mlé"‘ and A'é“.

Assuming that the above sequence is generalized to the entire Old World, it is
bound to have an impact on relative commodity prices as well. In order to find the
direction of the price change, however, we must make use of the larger general
equilibrium system above. We then need the supply functions for the two goods
in the Old and the New World, Egs. (2.10) and (2.11) and Egs. (2.10")—(2.11"), the
two regional income expressions (2.12) and (2.12"), the two demand functions for
agricultural goods, (2.14) and (2.14"), and, finally, the equilibrium condition for
the market for agricultural goods: Eq. (2.15). This system of nine equations can be
solved for changes in the nine unknowns Ag, Mo, AN, MN, Yo, YN, Doa, Dna,
and P. Differentiating the system, assuming that no technological change takes



Population and Poverty 39

place, so that doe symbolizes labor force growth only, and that there is no exogenous
change in the New World, and solving for dP yields:

dP = —(1/A*)[D ,dB — DY, P(AGME" + MZALY) (1/A)dLo
+ PAEME"(1/A)dLo] (2.24)
where
A* = D + DEaA0 + D (PAG + Mg) + DR + DixAN
+ DY, (PAR +MR) — A8 — AR <0 (2.25)

where we have used Eqs. (2.15) and (2.16), and A > 0 is Eq. (2.17).

The denominator of (2.24) must be negative. This is nothing but the partial
derivative of the excess demand for agricultural goods with respect to their price,
and if our model is to be stable in the sense of Walras, this must be negative.
The numerator in turn contains three terms. The first is the change in the demand for
agricultural goods in the Old World that results for a change in preferences at given
incomes and commodity prices when the population grows. Wicksell envisaged an
increased demand for food (agricultural goods) when the population grew. This he
made explicit in the case of the New World, where it “also” took place, and it is
clear that he had the same mechanism in mind for the Old World. Hence, this term
is positive.

The second term is the increased demand for agricultural goods that emanates
from the increase of the total income of the Old World when the labor force grows
and more of both commodities is produced at given prices. Assuming that agricul-
tural goods are not inferior, this term should be positive as well. The third term is
the increase in the production of agricultural goods that takes place when the labor
force grows as a result of population growth. Whether the relative price of agri-
cultural goods rises or falls then depends exclusively on whether the demand for
agricultural goods increases faster than the supply of it when the population grows
in the Old World. Wicksell assumed that the demand effect was the strongest one.
Thus, population growth at home tends to turn the terms-of-trade against the Old
World.

2.8. Problems of Foreign Trade

Wicksell did not believe that a specialization according to comparative advantage
would contribute to solving the population problem in the Old World. On the
contrary, he argued, there were at least three problems connected with international
trade that would preclude it from working as an engine (Robertson, 1938), or even
as a “handmaiden” (Kravis, 1970) of growth, to use two latter-day terms. The first
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was the tendency for manufacturing output to stagnate in the Old World when
natural resources were depleted. The second was the tariff policy of the New World
(read: the United States). The third was the population growth and demand changes
in the New World. Let us see how this works in terms of our model.

The depletion of natural resources can be expressed as a reduction of Ro, i.e.,
dRp < 0. Differentiating Egs. (2.3)—(2.5) once more, but this time with a given
labor force and given commodity prices, and solving for the resulting changes in
labor use and wages yields:

dLoa = —dLom = —(1/A)MERdRp > 0 (2.26)
dwo = —(1/A)PASFMERdRo < 0 (2.27)

where dRp < 0 and A still is Eq. (2.17).

When the natural resource shrinks, the marginal productivity of labor is reduced
in manufacturing, and this sector hence starts to shed workers, who can only be
reabsorbed in the economy — some of them in agriculture — at a lower wage rate.
This also means that manufacturing output must contract while agricultural output
expands:

dMo = M8dRo + M§dLom < 0 (2.28)
dAo = A5dLos = —A5dLoy > 0 (2.29)

At the same time, with given commodity prices, Yo must fall, since the total
factor endowment of the Old World has shrunk:

dYo = —PAGdLom + M§dRo + MgdLom (2.30)
but since the values of the marginal products of labor must be equal, this reduces to
dYo = M§dRp < 0 (2.31)

Provided that none of the two goods is inferior, the demand for both manufac-
tures and agricultural goods must shrink as income shrinks, i.e., the relative price
of agricultural goods, whose production has increased, must fall in relation to that
of manufactures. As Wicksell predicted, the depletion of natural resources tends to
reduce the demand for imports in the Old World, since this region can now afford
to buy less. This in turn interacts with the changes on the supply side to reduce the
relative price of agricultural goods in the world market.

The second problem for the Old World when it comes to using international
trade to mitigate the consequences of population growth according to Wicksell
was the tendency for the New World countries (notably the United States) to use
tariffs to protect their manufacturing sectors. Tariffs drive a wedge between relative
commodity prices in the domestic market in the New World and world market
prices (still adhered to in the Old World). We may denote the former by Py, while
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retaining P for the relative world market price of agricultural goods. This means
that we have to add an equation to our general equilibrium system:

Px = Pa/Pu(1 + 1) =P/(1 +1) (2.32)

where ¢ is the tariff on manufactures in the New World. Let us next find out what
the introduction of the tariff will do to Py and P, respectively.

Let us begin with the former. We then need Egs. (2.10)—(2.12), (2.14), (2.10")-
(2.12"), (2.14") — the latter modified so as to incorporate Py instead of P — plus
Egs. (2.15) and (2.32). Differentiating this system, assuming that initially Py = P,
and t = 0, and solving for dPy yields:

dPy = (1/A*)P[AY — D§, — D A0 — DI, (PAY +MD)ldr <0 (2.33)

where A* < 0, is Eq. (2.25) above. The introduction of the tariff on manufactured
goods raises the relative price of these goods in the New World, i.e., it lowers the
price of agricultural goods in terms of manufactures. Expression (2.33) shows that
when the tariff on manufactures is introduced in the New World, if we keep Py
constant, the relative price of agricultural goods must increase in the world market
(cf. Eq. (2.32)). Old World producers then react by increasing their production
and Old World consumers reduce their demand (while New World consumers and
producers, who are facing Py, not P, do not react at all). An excess supply is created,
which serves to lower the price of agricultural goods in the New World.

To find out what happens to the world market price, P, we again use Eq. (2.32)
together with the other equations employed in the derivation of Eq. (2.33). This
yields:

dP = (1/A*)P[DR, + DYAAN + Dys (PAR +MR) —ARIdr >0 (2.34)

in analogy with Eq. (2.33). This expression must be positive, since the denominator
is negative and the numerator is the partial derivative of the excess demand for
agricultural goods with respect to its price, which for stability reasons must be
negative. Thus, a tariff on manufactured goods in the New World will lower its
relative price in the world market, i.e., increase the relative price of agricultural
goods.

When the tariff is introduced, if we keep P constant, the relative domestic price
of agricultural goods in the New World falls (cf. Eq. (2.32)). New World consumers
increase their demand and producers reduce their supply. An excess demand is
created in the world market and the international price of agricultural goods rises.

Together, Eqgs. (2.33) and (2.34) express a standard result: When a tariff is
introduced, this serves to increase the domestic price of the good subject to the
tariff, while it will lower its price in the world market. The tariff pulls resources
out of agriculture into manufacturing in the New World, and hence reduces the
world-wide supply of agricultural goods.
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The third of Wicksell’s obstacles to international trade is the rising demand for
agricultural goods that accompanies the growth of the population in the New World.
This is obtained by differentiating Eq. (2.14") with commodity prices and incomes
held constant:

dDna = D3, d8 (2.35)

This works exactly as Dg AdpB in Eq. (2.24). It serves to increase the relative
price of agricultural goods in the world market, i.e., it tends to turn the terms-of
trade against the Old World. It should, however, be noted that it does not work in
isolation but is a result of the growth of the population in the New World, which
means that its effects, and the effects of rising New World income, must be weighed
against the effects of increased New World production of agricultural goods when
the labor force of the New World grows. Let us next turn to the investigation of
these effects, but then we must also introduce emigration from the Old to the
New World.

2.9. Migration from the Old to the New World

The fall in the wage rate in the Old World when the population there grows is what
for Wicksell triggers emigration. The effect of this is to increase the population in
the New World instead of in the Old. Hence, it is part of the sequence we have just
discussed. In the New World, it increases the demand for agricultural goods at given
commodity prices and incomes, it increases the production of agricultural goods
and it increases income and hence the demand for agricultural goods at constant
commodity prices.

In his discussion of agricultural production in the New World, Wicksell, kept
coming back to the issue of the land frontier. This, he argued, was rapidly being
closed, at least in the United States, while it might still be in existence elsewhere
in the New World. Our general equilibrium model can be used to examine both the
situations. Let us begin with the situation where emigrants who arrive in the New
World can put virgin land under the plow.

For the sake of simplicity, let us assume that the entire addition to the Old
World population can emigrate to the New World. (This allows us to disregard
production effects in the Old World.) When the emigrants arrive at their new des-
tination they can either work in the manufacturing sector or in agriculture, on the
existing agricultural land. They may also, however, extend the land frontier. In
the present context, we will draw on the Findlay (1996) model, of the territorial
expansion of empires, where it is the use of labor (an army) that extends the ter-
ritory. Here, we may think of a land-clearing “brigade” (LnT) instead, since this is
clearly how Wicksell conceived the situation.
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The introduction of an endogenous land frontier changes the production
function for agricultural goods in the New World to

AN = AN[LNa, TN(LNT), KNAl (2.1")
Labor now has to be divided among three different uses:
Lna + Lam + Int = Ly (2.2")
and to the two wage Eqgs. (2.4) and (2.5’) we have to add a third one:
wn = PALTE (2.36)

The “land-clearing brigade” extends the frontier of cultivation, and its marginal
product is valued at a shadow price equal to the value of the marginal product
of land in agriculture. We will furthermore assume that the frontier land can be
obtained only at an increasing cost in terms of labor, i. e., that the clearing of land
is subject to diminishing returns (T% > 0, TM- < 0).

Differentiating (2.2”), (2.4), (2.5"), and Eq. (2.36), and solving for the changes
in labor use and wages as new emigrants arrive, yields:

dLna = (1/A*)PMEF[ART(TY)? 4+ ARTH — ATTH)dLy > 0 (2.37)
dLa = (1/A7)P{ (T4 [ATTARE — (AT)’] + ARTH AR fdLy > 0 238)
dLnt = (1/A*)PMY"(ARF — ARFTH)dLy > 0 (2.39)
dwy = (1/8"PME-| (T [ATTAR - (A1)
+A§LA§TLL}<1LN <0 (2.40)
where
™ = PMRH[ATT(TH)” + AR + AR — 28T |
+PARRATT + (1) [ATTAR - (aT%]) @4
and where we have used the fact that when production functions are linearly homo-
geneous AIEL = A]ﬁT~
The A** is positive. The first term is positive, so is the first part of the second,

and we can prove that the last part is positive as well. For this we use Euler’s
theorem. With linearly homogeneous production functions we have that

ANTTN + AT Lna + ARTRNA =0 (2.42)
ANFTN + AL + ARMKNa =0 (2.43)
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Equations (2.42) and (2.43) may be solved for Ay and AIEIL, respectively:

AR = —A (Lna/Tn) — ARE (Kna /T (2.44)
AR = AR (Tn/Lna) — ARF (Kna /Laa) (2.45)

These expressions can now be substituted into the last term of Eq. (2.41) and
the expression within the second squared brackets may be developed to yield

AFARE — ATH? = ATFARM(Kna/Tr) + ARTATE (Kna /La)
+ ARTARE (Kna/Tn) (Kna/Lna) > 0 (2.46)

Thus, Eq. (2.41) is positive.

What happens when the emigrants arrive in the New World is that they go into
all three employments: directly into agriculture, into manufacturing, and indirectly
into agriculture, by developing the marginal land so that the latter may be put under
the plow. They can be absorbed, however, only at the cost of a falling wage rate.

It is also interesting to investigate what will happen to the land rent on the
frontier. The land rent is given by (6'). Differentiating this, and keeping in mind that

Tn = Tn(Ln1) (2.47)
yields
drna = P(AN"dLna + AR T dLnr) (2.48)

Inserting the expressions for the change in labor use, Eqgs. (2.37) and (2.39)
give us

dna = (1 /A**)PzMII(IL{TL [ATTALL — (ATH)?] +A§LA§TLL}dLN (2.49)

The land rent may fall in the New World when immigrants arrive and culti-
vation is extended, unless diminishing returns to extension are strong. According
to Wicksell, the frontier is virtually closed, so the latter is precisely what we should
expect, and once the frontier is closed we are back in our original general equi-
librium system. The analogy with Egs. (2.20)—(2.22) is perfect, with the one dif-
ference that the New World has a higher endowment of land, which should mean
that the existing wage rate is higher there than in the Old World, as pointed out by
Wicksell and illustrated in Fig. 2.1. Emigration should thus be beneficial for those
who undertake it. Also, as far as the development of relative commodity prices is
concerned, Eq. (2.24) may be used, substituting N (the New World) for O (the Old
World). Presumably, however, the tendency for population growth to increase the
relative price of agricultural goods is weaker when the population grows in the
New World instead of in the Old, since the additional agricultural outputs generated
should be higher and the shift in consumer preferences weaker. But Wicksell argued



Population and Poverty 45

that this was only a temporary blessing, since as the population kept growing the
structure of the New World economy would gradually approximate that of the Old
World.

The next parameter shift to be discussed is one mentioned more en passant by
Wicksell: capital movements. What we have to compare is the effects of a growth
of capital stocks in the Old World with the growth of those of the New World,
assuming that capitalists are free to decide where they want accumulation to take
place. We then want to focus on the development of the two wage rates. Let us start
in the Old World. Again we differentiate Egs. (2.3)—(2.5) at constant commodity
prices and with a given labor force. The exogenous change is the increase in Koa
and KOM-

Differentiating the system and solving for the change in the wage rate yields:

dwo = —(1/A)(P(AG*MG-dKoa + MGEAG “dKom) > 0 (2.50)

Regardless of which of the two capital stocks (probably both) that grows, the
wage rate will increase. Whether labor will move from manufacturing to agriculture
or vice versa depends on the differences in capital accumulation on the one hand
and on the impact of additional capital on the marginal productivities of labor on
the other:

dLoa = —dLom = (1/A)(PAGdKoa — MG dKom) (2.51)

Wicksell implicitly compared Egs. (2.50) and (2.51) with the analogous expres-
sions for capital accumulation in the New World, arguing that from the point of
view of the prospective emigrants, capital formation overseas would be preferable,
i.e., for

dKna = dKoa and dKnm = dKom,  AKK > ALK and MEK > MEK.
(2.52)
The only parameter change in the Wicksellian system that we have not inves-
tigated so far is war. As we know, Wicksell was constantly worried that overpopu-
lation would result in territorial aggression. How can this be handled in the model?
If we stick to the sequence that Wicksell obviously had in mind, war is triggered by
population growth, and the short-run effect of war is a reduction of the population
of the nations involved in the war, both as a result of the belligerent activities per se
and as a result of starvation, etc., that follows in the footsteps of war. This, then,
would reverse all sequences that we have already dealt with that are triggered by
population growth. However, according to Wicksell, war “solves” the population
problem only in the short run, because at some point after the termination of the
war activities there will again be a drive to increase the population, possibly trig-
gered by the rulers, politicians, and militaries of the countries that have suffered,
and then we are of course back where we began our analysis in this chapter.
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2.10. Conclusions

The present essay has been devoted to the exercise of putting all the bits and
pieces of Wicksell’s scattered analysis of population growth together. The result is
astonishing. Far from confirming the conventional wisdom that what he wrote on
the population question was mechanical and simplistic, it turns out that the exercise
results in a coherent general equilibrium framework which very much resembles the
specific factors model of international trade foreshadowed by Haberler (1936) and
formalized by Jones (1971) and Samuelson (1971a, b). Within this setting, Wicksell
handled factor growth (population, natural resources, and capital), technological
progress, tariffs, and factor movements. In this, he stands out as a precursor of the
modern theory of international trade. It is here then, rather than in the use of the
optimum population concept, that Wicksell’s original contribution to the analysis
of population growth lies.
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CHAPTER 3

IMMIGRATION, OUTPUT, AND WELFARE
IN A GROWTH MODEL

Partha Sen
Delhi School of Economics, University of Delhi, India

3.1. Introduction

Immigration, or more generally, population growth, has been seen by some
commentators as a blessing and by others as a curse. Indeed, it can be both
depending on the circumstances. In overpopulated labor-surplus economies, pop-
ulation growth can hardly ever be an unmitigated blessing. But in areas of labor
shortages — the domain of growth theory with its assumption of full employment —
a higher population growth should be welcome.

In models of economic growth before endogenous growth theory became
the rage, an economy’s long-run growth rate was said to depend on exogenous
factors — population growth, disembodied technical change etc. In these models,
while population growth rate raised the growth rate of the economy, it lowered
output per capita and welfare (or, equivalently in descriptive models, per capita
consumption). This is true of all exogenous growth models which exhibit dynamic
efficiency.!

The available empirical evidence flies in the face of these predictions. Wherever
full employment has prevailed — and all these models were full employment
models — be it the US in the 19th century, or the post-Second-World-War “golden
age” of capitalism in Europe — the immigration of unskilled workers surely raised
the welfare of the average host country resident (and of the immigrant). Let us look
at the summary statistics for three of the big immigrant-receiving countries over a
period of a century presented in Table 3.1.

ISeee. g., Buiter (1981). Dynamic inefficiency occurs when the interest rate is less than the
population growth rate (or, equivalently, profits are less than investment).
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Table 3.1.
Country  Period Total Population  Per capita product
Products
USA 1834-43 t0 1963-67 42.4 21.2 17.5
Australia  1861-67 to 1963-67 36.4 23.7 10.2
Canada 1870-74 to 1963-67 41.3 19.0 18.7

Source: Kuznets (1971), pp. 11-14.
Note: The last three columns are growth rates per decade.

Both migration and fertility have spawned large literatures. Djajic (1986);
Quibria (1989); Rivera-Batiz (1989); Galor (1986); Galor and Stark (1990);
Karayalcin (1994) and Kemp and Kondo (1989) analyze the international migration
problem. Razin and Yuen (1999) discuss the role of factor mobility in the devel-
opment process. Ehrlich and Lui (1997) review the role of fertility in growth models.
Also, the ethical dimension of population growth has received some attention (see
for e.g., Broome, 1996; Ng, 2002).

In this paper, I try and reconcile the facts cited above with theory by con-
structing a model and analyzing the effect of an increase in the growth rate of
population on output and steady-state welfare. The model is a two-sector-two-
period overlapping generations model.? Unlike a one-sector model, the presence
of two sectors model allows one of the sectors to contract, while allowing the other
sector to expand with a given capital-labor ratio — i.e., it allows relocation across
sectors in addition to capital accumulation to determine factor prices, and hence
welfare. In a typical two-sector model in closed economy setting, the two sectors
are called consumption and investment and the two inputs as capital and labor. In
an economy with an abundant supply of land, we interpret arable land as capital,
and the clearing of land for cultivation and activities such as the laying of railway
tracks as investment. The consumption good is mainly agricultural, which is very
land-intensive, and the clearing and draining of land (or the laying of railway
lines) relatively labor-intensive. The consumption good is, therefore, assumed to
be capital-intensive (i.e., land-intensive).3

In such a setup, population growth could be welfare improving in an economy
that satisfies the usual condition for dynamic efficiency viz., rate of interest exceeds

2In doing this, I build on Sen (2006).

30ver time, as the economy industrializes, physical and then human capital accumulation
become the dominant features of growth, and change factor intensity rankings of sectors
and, indeed, the products themselves (see Galor and Moav, 2002). My exposition is in terms
of immigration in an agrarian economy, rather than the post-Second-World-War Europe or
Hong Kong. In these countries, openness played a role that I want to abstract from.
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the population growth rate. A rise in the population growth rate calls forth a higher
level of investment (clearing of land, laying of rail tracks etc.). Investment rises
but capital (land) per worker falls. A higher level of investment requires higher
savings. An increase in savings here is caused by an increase in wages and output,
which raises welfare.*

3.2. The Model

The (closed) economy model consists of overlapping generations of individuals or
households. Each household with two-period lives, supplies one unit of labor in
the first period of its life and in the second period consumes the saving from the
first period plus the return on these savings. There are no bequests or inheritances.
The population is growing at a constant rate. Production technologies in both the
sectors are assumed to be Leontief.

The representative household born in time period ¢ maximizes the utility
function (Eq. (3.1)) subject to its lifetime budget constraint (Eq. (3.2)). The utility
function U is strictly concave with positive marginal utilities from consumption in
both periods. I assume further that U(.) is homothetic. The demand functions are
given in Egs. (3.3) and (3.4).

U = (C,CL) 3.1

W,=Cl+ (1 +rynD™ ' Cpt? (3.2)

cl = +r)w, (3.3)
and

Cloy =0 +rg)W, (3.4)

where Cf 41 1s the consumption in period i(i = 1,2) of a household born in ¢,
W; is the wage rate in time period ¢ and 7,4 the own interest rate on one period
consumption loans between ¢ and 7 + 1.

The saving function, then, is given by

s+ r DW= W — A+ ry )W, (3.5)

It is assumed, as is normal, the substitution effect of an interest rate increase
dominates the income effect on saving.

The production side of the economy is represented by the two cost-equal-
to-price equations. The consumption good (C) and the investment good (/) are
produced under constant returns to scale using capital (K) and labor (L). In our

4My results depend both on the assumed capital-intensities and the short-run dynamics —
these are discussed in detail in the following section.
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interpretation, K is arable land, C is the production of food, and / the clearing and
draining of land. Both inputs are mobile between sectors instantaneously. Capital
is assumed to depreciate completely in the process of production.’

arc-Wi+akgc- R =1 (3.6)
arr-Wr+agr- Ry = p; 3.7

ajj is the requirement of input i (i = K, L) in the production of good j (j = C, 1),
and p is the relative price of the investment good in terms of the numeraire good C
and R is the return on capital. Since we assume capital depreciates completely in
the process of production, we have in equilibrium: (1 + 7:41) = Ri+1/p = Pr+1-
The a;;’s are generally functions of the relative factor prices but not here because
the production technology is Leontief.

There are two goods markets (for C and /) and two factor markets (for L and
K). By Walras’ law, if three of these are in equilibrium in any period, then so is the
fourth one. We thus have (all magnitudes are per worker)

arc-Cir+apy- I =1 (3.8)
akc - Cr+agy- I =k (3.9)

Equations (3.8) and (3.9) are the market-clearing conditions for the labor and
capital — the equilibrium condition for the investment goods market is given in
Eq. (3.10). The variables C;, I; and k; are respectively, the output of the con-
sumption good, the investment good, and the capital stock (all in period 7).

Finally, the dynamics of the economy is represented by the two (implicit)
difference equations

pr- Iy = S(orr D W; (3.10)
(I +n) k1 =1 (3.11)

where n is the population growth rate with 1 + n > 0. Later, we will use N =
(1 + n), the population growth factor. Equation (3.10) is the saving equal to
investment relation — since the former depends on the expected returns from capital
in the next period, it is a forward-looking relationship. Equation (3.11) implies that
in the presence of cent percent depreciation, this period’s investment is the next
period’s capital stock (expressed in per worker terms in Eq. (3.12)). To focus on a
tractable case, I shall assume that the production structure is Leontief, although I
shall discuss below the case when this is not so.

5 Durability requires capital gains on the sale of capital to be part of the return to holding
of capital. That leaves the steady-state, where there are no capital gains, unaffected. Under
some weak conditions, the dynamics is also qualitatively the same as reported in this paper.
Note that under our assumption, land is no longer a durable (non-depreciating) input —
which is the usual interpretation given to it.



Immigration, Output, and Welfare in a Growth Model 55

Equations (3.6) and (3.7) yield by logarithmic differentiation

Orc- Wi +6kc-R =0 (3.12)
Orr- W+ 0k1- R = Py (3.13)

where 0;; is the share of input i in the price of sector j (e. g Oy =W-ap;/p) and
a hat over a variable denotes a percentage change (e.g., W=d W/ W).

From Egs. (3.12) and (3.13), we can solve for p; and R, in terms of W, (the
Stolper—Samuelson effects):

wp = Wi/ pr = —bkc/A (3.14)
Rp = Ri/pr = —61c/A (3.15)

where A = 0,¢c — 01 = 0k — Ok and n;; is the (partial) elasticity of variable i
with respect to j. From Egs. (3.14) and (3.15), we see that R, /ps and W, / Ds depend
on capital intensities. Given that we have assumed that the consumption good (the
growing of food) is land-intensive (while investment activity consisting of clearing,
draining of land etc. is labor-intensive), we have A < 0 (and 2 < 0 below).
Similarly, by logarithmically differentiating Egs. (3.8) and (3.9) we then have

Arc-Cotapr-1 =0 (3.16)
ake - Cot+agr -1 =k (3.17)

Ajj is the share of sector j in the total employment of input i.

From Egs. (3.16) and (3.17), we have the Rybczinski effect of an increase in
the capital stock on the output of the investment good (which depends on assumed
capital intensities)

nie = 1i/ke = Apc/S2 <0 (3.18)

where Q = Arc — Agc < 0.
Logarithmically, differentiate Eq. (3.10) and substitute for nwp, ngp, and ny,

from Egs. (3.14), (3.15), and (3.18), to express p; in terms of p; and k.
nspnRp Pt = (1+nsp = nwp) pr + minki (3.19)

Similarly, Eq. (3.11) can be written as (given the Leontief assumption)
N+ ki1 = niks (3.20)

The two roots of the dynamic system in Egs. (3.19) and (3.20) are 41 = ny and
w2 = (1 +nsp — nwp)/Nspnrp- It is assumed that 0 > 1 > —1 and u2 > 1, and
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the long-run equilibrium is a saddle-point. To represent this in a phase diagram,
we use the following system (where ® = ny,ngp):

[{‘am —pz} _ [{(1 5o (1= ) — M)}/ @ {mk/@}]
k[+1 - kl 0 Nik — 1

P 0
X |:]A€ti|+|:—i\\]j| (321)

The dynamicsis showninFig.3.1.Inthe k— D space, the KK line denotes a constant
capital sock — it is vertical because of our assumption of Leontief technology. The
PP line denotes a constant price of investment good and is downward sloping with
the vertical arrows pointing away from it. If the production technologies were not
Leontief, then 0y, > 0, and the KK would be upward sloping but if this effect was
very strong, then the PP could also be upward sloping.

The dynamics in Eq. (3.21) bears a family resemblance to Calvo (1978) but is
different in one crucial way — namely in the assumption po> > 1. To see this, note
that (1+ns,(1 —ngrp) —nwp)/NspNrp can be positive or negative. In Calvo (1978),
the short-run dynamics is assumed to be Walrasian (the term above is negative) and
the long-run equilibrium is a sink. Here, we assume that the short-run dynamics is
Marshallian and hence get a saddle-point steady-state equilibrium.

To elaborate on this: savings constitutes demand for the investment goods and
the supply of investment goods depends only on the capital stock via our Leontief
assumption. In the steady state, if (1 + ns,(1 — ngrp) — nwp) is positive, then an
increase in p causes excess supply of the investment good. We then have Walrasian

KK

PP

Fig. 3.1. Phase-diagram of capital stock and price of investment goods.
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short-run dynamics. Per contra, if this term is negative, then an increase in p causes
an excess demand (by raising wages more) — here we have Marshallian dynamics.

Before turning to the effects of an increase in the population growth rate, let us
note that GDP per worker (y) is given by (GDP per capitais y - (n + 1)/(n 4 2)).

y=C+p-1I (3.22)

Hence, by the envelope theorem, dy = I-dp. Therefore, y and p move together.
Below, we shall see that given dynamic efficiency, so does welfare.

3.3. Population Growth

We are interested in the long-run effects of a sustained increase in population.
This was achieved by a more liberal immigration policy in the countries whose
experience is summarized in Table 3.1. What are the effects of this output and
welfare per head? Let us assume that immigrants have the same utility function as
the original residents. In a model such as ours, in a steady state, all variables (in
levels) grow at a rate n and all ratios are constant. Therefore, the new steady-state
growth rate of all variables is higher.

The effect of a change in N(=(1 + n)) on the steady-state values of p and k
are obtained from Eqgs. (3.19) and (3.20).

k/N=0nr-1D""<0 (3.23)
PIN = —np /(s (1 — ARrp) — nwplie — 1) >0 (3.24)

This, in turn, implies from Egs. (3.14) and (3.15) W/N > 0, R/N < 0 and
(from Eq. (3.22)), /N > 0.

For determining the changes in welfare the steady state we have, the indirect
utility function® is V(W, p).

Following the derivations in the Appendix,

dV/N = —Vypk(p — N)R./N > 0 (if, initially, p > N) (3.25)

where Vy is the marginal utility of income.

The intuition for the result is as follows: an increase in the rate of immigration
increases the output of the investment good but lowers the capital per worker in
the new steady state. This is true of all (exogenous) growth models. But in a two-
sector set-up with the consumption good being capital-intensive and “Marshallian
adjustment,” a rise in p causes the wage rate to rise accompanied by a decline in
the rental rate. A higher wage rate implies higher savings per worker (although
the lower interest rate tends to lower it). And, the steady-state welfare increases, if

5The original residents and immigrants are assumed to have identical utility functions.
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initially the interest factor was above the population growth factor. Note that steady-
state utility is declining in K does not mean — borrowing from a one-sector model
where there is overaccumulation of capital — that throwing away capital cannot be
Pareto-improving. The consumption good is capital-intensive and throwing away
capital will reduce its supply.

3.4. Conclusions

The historical data in immigration-receiving countries in the 19th century points
to a positive association between population growth and output (and welfare). The
prediction of one-sector (and other) growth models is at variance with this. An
increase in population growth in a two-sector overlapping generations model (under
our assumptions about capital intensities and short-run adjustment) increases the
long-run growth rate (as in any exogenous growth model), but, in addition, it
increases output and welfare. As mentioned in Sec. 3.1, a two-sector model allows
one of the sectors to contract, while allowing the other sector to expand with a given
capital-labor ratio. Thus, it allows relocation across sectors in addition to capital
accumulation to determine factor prices, and hence welfare. It is easy to extend the
analysis to look at the dynamic adjustment path. This is not done here because the
dynamic process could depend on a number of factors that we abstract from. We
had started off to explain long-run output and welfare, and to emphasize that the
results obtained are in stark contrast to the existing models.

Appendix

V(W, p) from U(C1, C2) = U(W — S, pS) where S is chosen optimally

dV = VwdW + V,dp Note Vi =U; >0, V, =S80
dV = Viy(dW + Sp~'dp) because U; = pU,
= Vw(Idp — kdR + Sp~'dp)
(from W 4 Rk = C + p - I and the envelope theorem
implies dW 4+ kdR = I - dp)
= Vw(Nkdp — kdR + Sp~'(dR — p)p)
= Vw(Nkdp — Sp+ SR — kdR)
= Vw - pk-(N — p)R (This is Eq. (17) in the text.)

(because the first two terms in the previous line cancel out (i.e., (1 + n) -
k=1=S/p).
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CHAPTER 4

INTER-GOVERNMENTAL MONETARY COOPERATION
AND INTERNATIONAL MIGRATION OF LABOR

Akira Shimada

Nagasaki University, Japan

4.1. Introduction

This paper deals with monetary policy games in a two-country economy charac-
terized by international migration of labor and efficiency wages. We compare the
two regimes, i.e., inter-government monetary cooperation between the two inde-
pendent monetary authorities and centralization of the monetary policies by a single
monetary authority under a monetary union, and attempt to show that forming a
monetary union and centralizing the monetary policies may prove to be advanta-
geous if a two-country economy is subject to shocks. On the other hand, in the
absence of shocks, even if the two countries do not form a monetary union, inter-
government monetary cooperation gives the monetary authority and the workers
the same utilities as those attainable under a monetary union.

Currently, it is impossible for many monetary authorities to ignore policy inter-
dependence among countries. This is because countries have become increasingly
interrelated not only on account of the growing volume of international trade of
goods and flow of financial capital but also on account of the growing mobility of
labor across borders.

Therefore, monetary policies are often decided upon cooperatively among
countries without affecting the independence of the monetary authority of each
country. In some cases, however, countries form a monetary union and centralize
their monetary policies.

Needless to say, the question with regard to the optimal monetary regime in
interdependent economies is not new. Studies pertaining to this question have
produced a vast amount of literatures. Hamada (1976), Oudiz and Sachs (1984),
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Canzoneri and Henderson (1988, 1991), and Lewis (1989) are a few of the early con-
tributors. Some argue that cooperation is preferable to non-cooperation, whereas
others, such as Rogoff (1985), argue that non-cooperation is preferable to coop-
eration. Cooley and Quadrini (2003) studied the optimal monetary policies in a
two-country economy under two regimes — multiple currencies controlled by inde-
pendent monetary authorities and common currencies controlled by a centralized
monetary authority. Pappa (2004) compared the three regimes, i.e., cooperation,
non-cooperation, and monetary union in order to investigate the implications for
macro-economic stability and its welfare properties by assuming a two-country
economy with monopolistic competition. Since the conclusions with regard to the
optimal monetary regime depend on the type of economy that we aim to analyze,
they are not uniform.

Although previous studies on the optimal monetary regimes assumed various
types of open economies, they did not pay sufficient attention to the mobility of
labor. Many of the open macro-economic models used for the analyses of monetary
policy games in interdependent economies overlook the possibility of international
migration.

In contrast with the previous analyses, Agiomirgianakis (1998) assumed a sym-
metric two-country economy where the workers are assumed to migrate between
the two countries due to the differences in real-consumption wages (nominal wages
divided by the consumer price index (CPI)).

He showed that under the possibility of international migration of labor, inter-
government monetary cooperation may prove to be advantageous. In particular,
he revealed the fact that the utility of the monetary authority is likely to be higher
when there is inter-government monetary cooperation rather than non-cooperation,
whereas the utility of the workers does not differ across regimes.

In order to obtain this result, Agiomirgianakis modeled labor markets by
assuming labor unions and determined nominal wages and employment in the
same manner as that assumed in the monopoly union model. He also modeled a
symmetric two-country economy that is not subject to any shocks.

His result suggests that under the possibility of international migration of labor,
it would be preferable for the monetary authorities of the two countries to coop-
erate with each other. We may infer the following from his result: the monetary
authority and the workers may be able to attain even higher utilities by centralizing
the monetary policies under a monetary union since policy centralization under a
monetary union is a more direct manner of cooperation.

However, we cannot immediately deduce the above implication from his result.
This is because, in his model, the monetary authority of each country does not
lose its independence even under inter-government monetary cooperation and each
country has its own currency and money market. Agiomirgianakis did not deal
with the case where the two countries form a monetary union and one common
monetary authority centralizes the monetary policies of the two countries.
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Therefore, assuming a two-country economy with labor migration, this paper
compares inter-government monetary cooperation between the two independent
monetary authorities and centralization of the monetary policies by a single mon-
etary authority under a monetary union, and attempts to ascertain which of the two
regimes is advantageous to both the monetary authority and the workers. Doing
this will enable us to reveal the monetary regime that gives higher utilities to the
monetary authority and the workers.

For this purpose, we assume efficiency wages, i.e., the non-shirk model, rather
than labor unions, in order to model labor markets, since in reality, labor unions are
not always influential in the determination of nominal wages and employment and
are exogenous factors. We also assume that a two-country economy may be affected
by supply or demand shocks. Shocks are included in our model not only because
actual economies are often subject to shocks but also because their existence is
likely to change the ranking of alternative regimes.

We demonstrate that if a two-country economy is not subjected to any shocks,
the utilities of the monetary authority and the workers are the same under both inter-
government monetary cooperation and a monetary union. This can be explained as
follows: in the absence of any shocks, the money market equilibrium conditions
are virtually the same in the two regimes, since the economic structures of the
two countries are symmetric in both regimes. This suggests that the structural
equations are virtually the same in the two regimes. Moreover, even if the two
countries do not form a monetary union, under the possibility of international
migration of labor, they can eliminate the negative effects arising from macro-
economic interdependence through migration flows by cooperating with each other.
Therefore, if the two countries are not affected by shocks, cooperation between the
two independent monetary authorities enables the monetary authority to attain the
same utility as that under a monetary union. Moreover, the workers’ utility does
not differ across regimes, since their utility is dependent on the expectation of the
CPI, which is the same under the two regimes.

We also demonstrate that if a two-country economy is subjected to supply
or demand shocks, centralization of the monetary policies by a single monetary
authority under a monetary union may prove to be advantageous. This is can be
explained as follows: even if two countries are affected by shocks, cooperation
between the two independent monetary authorities increases the utilities of both
the monetary authority and the workers. However, if two countries are subjected to
shocks, the economic structures of the two regimes will be different. If two coun-
tries are affected by supply shocks, unemployment is more variable (has a larger
variance) under a monetary union, whereas the CPI is more variable under inter-
government monetary cooperation. If they are affected by demand shocks, both
unemployment and the CPI are more variable under inter-government monetary
cooperation. Therefore, under supply or demand shocks, if the monetary authority
gives sufficient importance to the stability of the CPI, it can attain a higher utility
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by forming a monetary union and centralizing the monetary policies. Moreover,
the utility of the workers does not differ across regimes, since the expectation of
the CPI is the same in both the regimes.

Our analysis has the following implications: if the two countries are not sub-
jected to any shocks and labor migrates between them, there is no need for them to
form a monetary union. On the other hand, if they are affected by shocks and inter-
national migration of labor is possible, it would be preferable for both the coun-
tries to form a monetary union and centralize the monetary policies. Therefore, the
question of whether the monetary authority of each country should retain its inde-
pendence or whether the two countries should form a monetary union depends on
the existence or non-existence of shocks.

The remainder of this paper is organized as follows: Section 4.2 presents a two-
country macro-economic model with labor migration and efficiency wages. The
manner in which the workers migrate between the two countries will be assumed.
Since a firm in each country cannot perfectly detect shirking by the workers, it
sets nominal wages in a manner that would prevent shirking. Section 4.3 deals
with a two-country economy under certainty, and we compare the utilities of the
monetary authority and the workers under inter-government monetary cooperation
between the two independent monetary authorities with those under a monetary
union with a single monetary authority. How a two-country economy is affected
by supply shocks is discussed in Section 4.4 and demand shocks in Section 4.5,
and the utilities of the monetary authority and the workers in the two regimes are
compared. Section 4.6 presents the concluding comments.

4.2. The Model

We assume a two-country economy. The home and foreign countries are interde-
pendent on account of international trade of goods and international migration of
labor.

We assume two cases: in one case, each country has an independent monetary
authority and both the countries have different currencies; in this case, each country
has a money market and the monetary authority of each country can manipulate
the stock of currency in each country. In another case, the two countries form
a monetary union and they have a common monetary authority and a common
currency. In this case, the two countries have a common money market and the
common monetary authority manipulates the stock of the common currency.

In either case, there are workers and a firm in each country. The workers are not
organized into labor unions and are assumed to migrate between the two countries.

Each country’s firm demands labor for producing a single type of product.
Since the firm cannot perfectly detect shirking by workers, it sets nominal wages



Inter-Governmental Monetary Cooperation and International Migration of Labor 67

in a manner that would prevent shirking, treating the workers’ effort and the money
stock as given.

The home (foreign) country’s product is not only demanded in the home
(foreign) country but also in the foreign (home) country, where it is exported. The
products produced in the two countries are imperfect substitutes, and there are no
financial capital movements between the two countries.

The structure of a two-country economy is summarized via Egs. (4.1)-(4.7).
These are similar to those employed by Jensen (1993), Zervoyianni (1997),
Agiomirgianakis (1998), and Shimada (2004, 2005). However, they did not deal
with a case where the two countries form a monetary union. In contrast to
these previous studies, this study utilizes these equations to describe the two-
abovementioned cases. Moreover, in this study, we discuss whether a two-country
economy may be affected by supply or demand shocks. Variables are expressed in
logs, unless specified otherwise. Variables without the asterisk represent the home
country and those with the asterisk represent the foreign country.

y=al+u, y'=al*+u*, O0<a<l 4.1
1=—L(w—p)+ Ina+ ! ",
l—a 1—a 1—a
= —;(w* -pH+ Ina + u* 4.2)
l—a l—a
z=ex+p*—p (4.3)
y—y*=bz, b>0 (4.4)
g=p+cz, ¢"=p*—cz, 0<c<1)2 (4.5)
we=w-—gq, we=uw"—gq" 4.6)
ml=p+y+v, m=p4y ot 4.7)

Equation (4.1) presents the production functions, where y represents output, / repre-
sents the employment level, and a is a constant not expressed in the log. Production
may be subject to supply shocks, which are represented by random variables # and
u* with zero mean and variance a,f. They are assumed to be independent of each
other. All agents in a two-country economy have to make decisions with regard
to migration, labor supply, labor demand, and the money stocks, prior to the real-
ization of these shocks. This is because of the fact that they know only the means
of these variables when they make their decisions.

Equation (4.2) presents the labor demand functions, where w represents
nominal wages and p represents the product price. They are derived from profit
maximization of each country’s firm.

Equation (4.3) defines the real exchange rate z. In a case where each country
has an independent monetary authority and its own currency, the nominal exchange
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rate, i.e., the home currency price of the foreign currency, ex changes in response
to the changes in the trade balance. In another case, where the two countries
form a monetary union and have a common currency, exchange rate changes

are ruled out by definition, i.e., ex = 0. In such a case, z can be inter-
preted as a relative price of the foreign country’s product to the home country’s
product.

Equation (4.4) presents the equilibrium condition of the trade balances, where
b is a constant not expressed in the log. The changes in the real exchange rates
are assumed to have stronger effects on the trade balance than the changes in the
difference between the two countries’ national products, such that b > 1. In a case
where the two countries form a monetary union and have a common currency,
Eq. (4.4) can be considered as the demand functions for each country’s product,
according to which, the demand for the home (foreign) country’s product increases
with increases in the foreign (home) country’s national product and the relative
price of the foreign (home) country’s product to the home (foreign) country’s
product.

Equation (4.5) defines the CPI ¢, where c is a constant not expressed in the log.
In the case of two independent monetary authorities, the home (foreign) country’s
CPI is a weighted average of the price of the home (foreign) country’s product and
the home (foreign) currency price of the foreign (home) country’s product. In the
case of a monetary union, it is a weighted average of the prices of the two countries’
products.

Real-consumption wages w, are given by Eq. (4.6).

Equation (4.7) presents the money demand functions. Money demand may be
subject to demand shocks, which are represented by random variables v and v*
with zero mean and variance 0’5. They are assumed to be independent of each other
and also to be independent from u and u*. All agents in a two-country economy
know only the means of v and v* when they make decisions about migration, labor
supply, labor demand, and the money stocks.

Equation (4.7) enables us to define the money market equilibrium conditions as
follows: in the case of two independent monetary authorities, the money markets
are in equilibrium if each country’s money demand is equal to the stock of each
country’s currency. On the other hand, in the case of a monetary union, the money
market is in equilibrium if the sum of two countries’ money demand is equal to the
stock of a common currency.

We assume that the workers migrate between the two countries due to
the expected real-consumption wage differentials. Under uncertainty, real-
consumption wages are affected by supply or demand shocks. In such a case, as
mentioned before, the workers have to make their decisions with regard to migration
prior to the realization of these shocks. For this reason, their decisions with regard
to whether or not to migrate do not depend on the real-consumption wage differ-
entials, but on their expectation with regards to the wages.
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This assumption leads to the following definitions of the effective labor
forces 1/

I =1+ d(Ew. — Ew}) (4.8
I =T+ d(Ew! — Ew), 1=10* 4.9)

where 7, which is a positive constant, denotes the domestic labor force in the
absence of migration, i.e., the initial labor endowment, E denotes the expectation,
and d, which is a positive constant not expressed in the log, measures the sen-
sitivity of migration flows to changes in the expected real-consumption wage
differentials. Equations (4.8) and (4.9) say that, for example, if the expected real-
consumption wages in the home country are higher than those in the foreign country,
then the native workers of the foreign country migrate to the home country by
d(Ew. — Ew}), and thereby the home country’s effective labor force increases in
comparison with its initial labor endowment.

The firm in each country sets nominal wages in a manner that would prevent
shirking by the employed workers since, as mentioned before, each country’s
firm cannot perfectly detect whether or not the workers are shirking (Shapiro and
Stiglitz, 1984).

If a representative employed worker in each country does not shirk, his instan-
taneous utility can be measured by the expected real-consumption wages minus
effort. On the other hand, if he does shirk, his instantaneous utility is measured
by the expected real-consumption wages. However, in such a case, he is detected
and fired at the probability p, where O < p < 1. This probability is assumed to be
the same between the two countries. In addition, some of the employed workers in
each country may separate from their jobs, even if they are not fired on the grounds
of shirking. This separation rate, which is defined as the ratio of separations due
to reasons other than shirking to the number of employed workers, is given by S,
where 0 < B < 1. The separation rate is assumed to be the same between the two
countries.

The expected lifetime utility of a representative employed shirker in the home
country Vg is,

Vi = Ewe + (B+ p)(Vu — V3) (4.10)

where r is the discount rate, which is assumed to be the same between the two
countries, and Vy is the expected lifetime utility of a representative unemployed
worker in the home country. Equation (4.10) can be rewritten as,

s Ewc+(B+0Vy

Ve = 4.10/
3 - (4.10)
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On the other hand, the expected lifetime utility of a representative employed non-
shirker in the home country Vg’ is,

rVN = Ew, —Ine+ B(Vy — V) 4.11)

where e > 1, and e, which is not expressed in the log, is the effort exerted by a
representative employed non-shirker in the home country. In this study, the level of
effort is given exogenously and does not change throughout the analysis. The level
of effort exerted by a representative employed non-shirker is assumed to be the
same between the two countries, i.e., e = ¢*. Equation (4.11) can be rewritten as,

VN Ew. —Ine+ BVy

The employed workers in the home country may or may not shirk based on
a comparison of V;:V and Vg . In order to prevent them from shirking, the firm in
the home country has to set nominal wages that are sufficiently high to ensure that
VY > V3. However, because there is no reason for the firm in the home country
to pay more than what is essential to eliminate shirking, it will set nominal wages
such that V‘{:V = Vg (= VE). The following is obtained by substituting Egs. (4.10")
and (4.11") into this condition:

A.11)

Ine
Ewc:rVU—i—(r—I-,B-I-;O)? 4.12)
In turn, Vy is given by,
w
rVy = FEln <§> + a(Vg — Vi), 4.13)

where W is the unemployment benefit in the home country, which is a constant
not expressed in the log, 0 = expgq, and «, where 0 < o < 1, is the accession
rate, which is defined as the ratio of new hires in the home country to the number
of workers unemployed in the home country. The accession rate is assumed to be
the same between the two countries.

In order to simplify the analysis, we assume that there are no separations or
accessions, i.e., f = a« = 0 and that W = W* = 1. Substituting these assumptions
into Egs. (4.12) and (4.13), nominal wages in the home country are derived as
follows:

w = (1 + 5) Ine (4.14)
0
Equation (4.14) suggests that nominal wages in the home country increase with

increases in the efforts of the employed workers in the home country and decrease
with increases in the detection probability.
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The expected lifetime utility of a representative employed worker in the home
country under the non-shirk condition takes the form of,
E Ine
Vp=——4 4 1¢ 4.15)
r p
Equation (4.15) implies that under the non-shirk condition, the expected lifetime
utility of a representative employed worker in the home country decreases with
increases in the home country’s expected CPI.
By a similar argument, nominal wages and the expected lifetime utility of a
representative employed worker in the foreign country are obtained as follows:

w* = (1 + 5) In e, (4.16)
0
Eq* Ine*
R M 4.17)
r e

According to Eqgs. (4.14), (4.16), (4.15), and (4.17), the nominal wages of the
home and foreign countries are the same and the expected lifetime utility of a
representative employed worker is symmetric between the two countries.

We assume that each country wants to attain full employment and the CPI target.
Accordingly, if the monetary authorities of the two countries are independent, they
have the following utility functions:

Vpa = —E{( —17)*} = hE(g»), h >0, (4.18)
Via = —E{I* = ")} — hE(g"™), (4.19)

where h, which is a constant not expressed in the log, reflects the relative weight
assigned by the monetary authorities to the CPI as against employment. Equa-
tions (4.18) and (4.19) imply that monetary authorities dislike deviations of the
actual levels of employment from the effective labor forces, i.e., unemployment,
and changes in the consumer price index. The above-mentioned equations can
be rewritten as the functions of means and variances of both unemployment and
the CPL

Vea = —{E(l —17)}> — h(Eq)* — Var(l — ') — h Var(q) (4.18")

Vi, = —(EC* = 1*))? — h(Eq")? — Var(l* — ') — hVar(¢*)  (4.19')

In the case of two independent monetary authorities, we focus our analysis on
the inter-government monetary cooperation regime, where the monetary author-
ities of the home and foreign countries manipulate the stock of the two countries’
currencies in such a manner that the sum of their utilities is maximized.
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On the other hand, if the two countries form a monetary union and have a single
monetary authority, the monetary authority’s utility function is Vps + V5, and the
monetary authority attempts to maximize it by controlling the stock of a common
currency.

4.3. The Economy Under Certainty

In this section, we assume a two-country economy without any shocks, i.e., u, u*, v,
and v* are zero, and we compare the utilities of the monetary authority and the
workers under inter-government monetary cooperation and a monetary union.

Since the two-country economy is not subjected to any shocks, the utility func-
tions of the monetary authorities (Eqs. (4.18) and (4.19)) under inter-government
monetary cooperation can be rewritten as,

Voa = —( —17)? — he?,
Vi, = —(* = 1) — hq*?.

Under inter-government monetary cooperation, as mentioned before, since each
country has a money market, the money markets in the home and foreign countries
without demand shocks are in equilibrium if the following conditions are satisfied:

m=p+y, m*=p*+y, (4.20)

where m and m™ denote the home and foreign countries’ money stocks under the
two independent monetary authorities.

Structural equations under inter-government monetary cooperation, i.e.,
Egs. (4.1)—(4.6) and (4.20), where u, u™, v, v* = 0, can be solved for [, I*, y, y*,
P, P*, 2,4, 4%, we, and w as functions of w, m, and m*.

l=m—w+1Ina 4.21)
F=m*—w+lna (4.22)
y=a(m—w)+alna 4.23)
y*=am* —w)+alna (4.24)
p={0—-—am-+aw—alna 4.25)
pf=0—-am*+aw—alna (4.26)

z= %(m —m*) 4.27)
q:(l—a+%>m—%m*+aw—alna (4.28)
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q*:(l—a—i—%)m*—%m—i—aw—alna (4.29)

u)cz—(1—a+%)m+%m*+(l—a)w+alna (4.30)
. ac\ , ac

wC=—<1—a+?)m +Zm+ (1 —ow+alna 4.31)

Since the monetary authorities in the two countries cooperate with each other,
they will set their money stocks such that the sum of their utilities is maximized,
i.e., they will solve, max,, ,,+ Vpa+V}, subjectto Egs. (4.21), (4.8), (4.30), (4.31),
(4.28), (4.22), (4.9), and (4.29).

The first order conditions imply that m = m™. This gives us the following
relation between the CPI and unemployment:

q= —;(1 -1 (4.32)
h(l —a)
Utilizing Eq. (4.32), the money stocks under inter-government monetary cooper-
ation without any shocks are derived as follows:

_{l—ah(1 —a)}(1 +r/p)lne+h(l —a)alna
B 1+ h(1 —a)?

m=m*

(= m'€| (4.33)

u,u*,v,v*:O)

Equation (4.33) shows that the money stocks do not depend on the sensitivity
of migration flows to changes in the expected real-consumption wage differentials.
This is because the monetary authorities are aware of the fact that the influence of a
domestic monetary expansion for reducing unemployment through the induced fall
in the effective labor force will be offset by an equal expansion abroad. Accordingly,
the monetary authorities do not utilize monetary expansions to induce migration
flows and thereby to reduce unemployment. Therefore, as suggested by Agiomir-
gianakis (1998), macro-economic interdependence through migration flows is not
operative.

Unemployment and the CPI are given as follows:

- =r—r
h(l —a){—(1+r/p)Ine+alna} 1GC
= T+ h —ap? (= 0=V, o)y (434)
—(1+4+r/p)lne+alna 1GC
g=q"=— (= 4" i) (439

1+ h(l —a)?

The utilities of the monetary authority and the employed workers under inter-
government monetary cooperation without any shocks can be calculated by sub-
stituting Eqs. (4.34) and (4.35) into Egs. (4.15), (4.17), (4.18), and (4.19).
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Under a monetary union, as mentioned before, since the two countries have a
common money market, the money market without demand shocks is in equilibrium
if the following condition is satisfied:

mMY = p 4y 4 p* 4y (4.36)

where mMY denotes the money stock under a monetary union.
Through appropriate substitutions, the model of Egs. (4.1)—(4.6) and (4.36),
where ex = Oand u, u*, v, v* = 0, canbe solved forl, I*, y, y*, p, p*, z, q, ¢*, we,

and w} as functions of w and mMU.

mMU
[=1"= 7 —w+1Ina 4.37)
y=y"= ;mMU —aw+alna (4.38)

s L=a Ly

p=p =q=gq _Tm +aw —alna (4.39)
z=20 (4.40)

* l—a yy
We = W, =—Tm +(1—a)w+alna 4.41)

If the two-country economy is not affected by any shocks, the difference in the
two countries’ national products depends only on the difference in the two countries’
product prices, as suggested by Eqgs. (4.1) and (4.2), since nominal wages are the
same in the two countries. This implies that even under a monetary union, the
product prices and thereby the national products are the same in the two countries,
since, in Eq. (4.4) with ex = 0, both the difference in the two countries’ national
products (the left-hand side) and the real exchange rate (the right-hand side) depend
only on the difference in the two countries’ product prices. Consequently, the
two countries have the same money demand, suggesting that the right-hand side
of Eq. (4.36) can be rewritten as 2(p + y). In addition, the money stock under
a monetary union mMY is equivalent to the sum of the two countries’ money
stocks under inter-government monetary cooperation, i.e., m + m*(= 2m). As a
result, the money market equilibrium condition under a monetary union can be
rewritten as 2m = 2(p + y). This implies that the money market equilibrium
condition under a monetary union is virtually the same as the one under inter-
government monetary cooperation. Therefore, under certainty, we have virtually
the same structural equations and thereby the same reduced form equations in the
two regimes.

The monetary authority, i.e., the common monetary authority of the two coun-
tries, manipulates the money stock in such a way as to maximize Vps + V3, ie.,
the countries will solve, max,,mv Vps + V;QA subject to Eqgs. (4.8), (4.9), (4.37),
(4.39), and (4.41).
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The first order condition gives us the following relation between the CPI and
unemployment:

! f
q= il —a a-1v) (4.42)
Equations (4.32) and (4.42) suggest that the CPI and unemployment are in the same
relation under both inter-government monetary cooperation and a monetary union.
This is because, as explained before, the structural equations and the utility function
under a monetary union are virtually the same as those under two independent
monetary authorities.
Utilizing Eq. (4.42), the money stock under a monetary union without any
shocks is derived as follows:

v AL = ah(l =} +r/p)ne+ h(l —a)alnal _ vy

1+ h(l _ Cl)2 |u,u*,v,v*:0)
(4.43)

Equation (4.43) suggests that the money stock does not depend on d. This is because

the monetary authority does not utilize monetary policies to induce migration

flows and thereby to reduce unemployment. Therefore, macro-economic interde-

pendence through migration flows is not operative under a monetary union.
Unemployment and the CPI are given as follows:

=1/ =1
_h(l—a){-(+r/p)lne+alna}

[+ h(l—a) (= U=, i) (444
—(1+r/pne+alna, 4y
G=q'=-—— Thi—ar = it varg): (445

Equations (4.34), (4.35), (4.44), and (4.45) suggest that, without any shocks,
there is no difference between inter-government monetary cooperation and a mon-
etary union with respect to unemployment and the CPI.

This implies that,

IGC _ yxIGC _ yMU _ yxMU

VPA |u,u*,v,v*=0 - VPA w,u*, v, =0 — VPA |u,u*,v,v*=0 - VPA w,u*,v,0*=0"
1GC _ yxIGC _ yMU _ kMU

Ve u,u* v, =0 VE |u,u*,v,v*=0 =V |u,u*,v,v*=0 = Vi |u,u*,v,v*=0'

Therefore, Vps+Vp, and the utilities of the employed and unemployed workers
do not differ under inter-government monetary cooperation and a monetary union.
In other words, under certainty, the monetary authorities and all the workers can
attain the same utility in either regime.
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This result can be explained as follows: since the economic structures of the two
countries are symmetric in either regime, they have virtually the same economic
structure in the two regimes under certainty, regardless of whether each country
has a money market or the two countries have a common money market. Moreover,
even if each country has an independent monetary authority, by cooperating with
each other, the two countries can eliminate the negative effects on the utilities of the
monetary authority and the workers arising from macro-economic interdependence
through migration flows, i.e., the higher CPI due to the monetary expansion to
induce migration flows and thereby to reduce unemployment. This enables the
monetary authority and the workers under inter-government monetary cooperation
to achieve the same utilities as those achieved under a monetary union.

4.4. The Economy Under Supply Shocks

In this section, the two-country economy is assumed to be subject to supply shocks,
ie., u,u* #0,v,v* =0, and we compare the utilities of the monetary authority
and the workers under inter-government monetary cooperation and a monetary
union.

Structural equations in the inter-government monetary cooperation regime
under supply shocks, i.e., Egs. (4.1)-(4.6) and (4.20), where u,u™ # 0 and
v, v* = 0, can be solved for , I*, y, ¥*, p, p*, z, ¢, ¢*, w., and w} as functions of
w, m, and m*.

l=m—w+1Ina (4.46)

F=m*—w+Ina (4.47)

y=am—w)+alna+u (4.48)

v =a(m* —w)+alna+ u* (4.49)

p=0—-—am+aw—alna—u (4.50)

pF=0—-am*+aw—alna — u* 4.51)
1

2= Sm—m") 4 =) (4.52)

—(1—a+ac)m—acm*+aw—alna+(—1+C>u—Cu*
1= b b b b

(4.53)

*—(1—a+ac>m*—acm—i—aw—alna—i—(—l—i—c)u*—cu
= b b b b

(4.54)
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w ——(1—a+g)m+%m*+(l—a)w+alna—(—1+£>u+£u*
c b b b b

(4.55)

u)*——(l—a—i—g)m*—i—gm—i—(l—a)w+a1na—(—1+£>u*+£u
‘< b b b b
(4.56)

Equations (4.46), (4.47), (4.55), and (4.56) as well as (4.21), (4.22), (4.30), and
(4.31) suggest that the expectation of unemployment under supply shocks is equal
to that of unemployment under certainty. Similarly, Egs. (4.53) and (4.54) as well
as (4.28) and (4.29) suggest that the expectation of the CPI under supply shocks is
equal to that of the CPI under certainty. Moreover, the variances of unemployment
and the CPI are independent of the money stocks. Therefore, Eqs. (4.18") and (4.19")
suggest that utility maximization in the inter-government monetary cooperation
regime under supply shocks gives us the same money stocks as those under certainty
(Eq. 4.33).
This implies that,

[EG=HPIee| L B

u,u*#0,v,v*=0

IGC|

u,u*,v,v*=0"

[—(EQ* — 1 yeC

CTh(Ea™)? IGC‘
u,u*#0,v,v¥*=0 [ ( 4 ) ] u,u*#0,v,v¥*=0
IGC
= ;A u,u*,v,v*=0 " (458)
On the other hand, the variances of unemployment and the CPI under supply shocks

are as follows:

Var(l — 17)6€| = Var(l* — I"/)16€| 0, (4.59)

u,u*#0,v,0*=0 w,u*#0,v,v*=0

2 2
IGC _ 1GC _ ¢ ¢ 2
Var(q) |u,u*#0,v,v*:0 - Var(g*) |u,u*;£0,v,v*:0 - {<_1 + E) + (Z) }UM'

(4.60)

The utility of the monetary authority can be calculated by substituting Egs. (4.57),
(4.58), (4.59), and (4.60) into Egs. (4.18’) and (4.19'); the utility of the employed
workers can be calculated by substituting Egs. (4.53) and (4.54) into Egs. (4.15)
and (4.17).

Structural equations under a monetary union, i.e., Egs. (4.1)-(4.6) and (4.36),

where ex = 0, wu,u™ # 0 and v,v* = 0, can be solved for
L'y, y* p, p* 2,9, q*, we, and w} as functions of w, m, and m*.
=" tmar |y L lu—wy  aen
=—— —w+lIna — u—u .
2 2(1 —a) a+b(l—a)
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L — — L lw-w e
= — — n —_ J— .
) T WTRT A T atb(—a " T
a  uu a 1 1—-1/a
= — 1 _
T R Ty v e S g
1
SR § . (4.63)
2(1 —a) a+b(l—a)
« 4 gy a 1 I1—-1/a)
== - ] -
L Iy n Sy we pp S g
— ! (4.64)
20—a) | atod-a" ‘
l—a yy 1 1
= — —alna— -{—— +1
p > m”" +aw —alna 2{a+b(1—a)+ }u
: 1 +1tu* (4.65)
2| a+b(—a " '
l1—a 1 1
* MU *
= — —alng— —-{——— +1
p > m +aw —alna 2{a+b(1—a)+ }u
1 1
-y +1 4.66
2{ a+b(1—a)+ }u (460
1 *
_  (u— 4.67
Sy C (4.67)
l—a uy 1 1-2¢
= — —alna— -{———+1
q > m”" 4+aw—alna 2{a+b(1—a)+ }u
1 1-2¢
-+ 1 u* 4.68
2{ a~|—b(1—a)+ }u (468)
l1—a 1 1—2c¢
* MU *
= — —alng— —{————+1
q ) m +aw —alna 2{a+b(l—a)+ }u
! L= 4 (4.69)
- u .
21 a+b(1—-a)
1—a 1 1—2c¢
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1—a 1 1—-2c
w::_TmMU+(1—a)w+alna+§{m—{—l}u*
1 1-2
) PR | (4.71)
2 a+b(l —a)

If a two-country economy is affected by supply shocks, reduced form equa-
tions under a monetary union are different from those under inter-government
monetary cooperation. This is because the money market equilibrium conditions
are not affected by supply shocks under inter-government monetary cooperation
(Egs. (4.48) and (4.50)), whereas the money market equilibrium condition is
affected by supply shocks under a monetary union (Eqgs. (4.63) and (4.65)). This
implies that the money market equilibrium condition under a monetary union is
different from the one under inter-government monetary cooperation, making the
economic structures different in the two regimes.

However, Egs. (4.61), (4.62), (4.68), (4.69), (4.70), and (4.71) imply that the
expectations of unemployment and the CPI under supply shocks are equal to those
of unemployment and the CPI under certainty. In addition, variances of unem-
ployment and the CPI do not depend on the money stock. Accordingly, Egs. (4.18")
and (4.19') suggest that utility maximization by the monetary authority gives us
the same money stock as that under certainty (Eq. 4.43). Therefore, the sum of the
first and second terms of Egs. (4.18’) and (4.19") under supply shocks is equal to
VI o (VERYL e s o)

w,u*v,0*=0 * " PA  luu* v,0*=0

On the other hand, the variances of unemployment and the CPI under supply

shocks are as follows:

Var(l — 1/)MY| = Var(i* — 1*/)MU]

u,u*#0,v,v*=0 u,u*#0,v,v*=0
1 — b)?
- 4=n (4.72)
2{a+ b(1 — a)}?
MU _ MU
Var(q) |u,u*;£0,v,v*=0 - Var(q*) |u,u*;é0,v,v*=0

: =2 V2w
- —_— o, . .

2 la+b(d—a) “

The utility of the monetary authority can be calculated by utilizing
VI oo s VERTY _o» Egs. (4.72) and (4.73); the utility of the

w,u*,v,v*

employed workers can be calculated by substituting Eqgs. (4.68) and (4.69) into
Egs. (4.15) and (4.17).
According to Egs. (4.59) and (4.72),

IGC IGC
Var(l - lf) |u,u*7&0,v,v*:0 = Var(l* - l*f) |u,u*750,v,v*:0

f MU _ * *f MU
< Var(l - 1I') |u’u*#0,v’v*:0 = Var(I" = I"7) ‘u,u*;éo,v,v*=0 :
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We can explain this as follows: in either regime, the effective labor forces are
not stochastic. Under inter-government monetary cooperation, the direct effects of
supply shocks on labor demand and the indirect effects of the supply shocks on
labor demand — which take place through the product price — offset each other,
thereby making employment non-stochastic, as shown by Eqgs. (4.46) and (4.47).
On the other hand, under a monetary union, the domestic supply shocks directly
affect the domestic labor demand. Moreover, as Egs. (4.65) and (4.66) show, not
only the domestic but also the foreign supply shocks indirectly affect the domestic
labor demand through the product price. This is because the two countries have
a common money market. The direct and indirect effects of the supply shocks on
the labor demand do not offset each other, thereby making employment stochastic
under a monetary union (Egs. (4.61) and (4.62)).
According to Egs. (4.60) and (4.73),

Var(q)lGC| — Var(q*)]GC|

u,u*#0,v,v*=0
MU
M

u,u*#0,v,v¥*=0

> Var(q = Var(¢")MY|

u,u*#0,v,v*=0 u, u*#0,v,0¥=0 "

The above equations can be explained as follows: supply shocks affect the consumer
price index through the product price and the real exchange rate. Equations (4.50)
and (4.51) as well as Egs. (4.65) and (4.66) show that the effects of supply shocks
on the product price under inter-government monetary cooperation are stronger
than those under a monetary union. On the other hand, Eqs. (4.52) and (4.67) show
that the effects of supply shocks on the real exchange rate under a monetary union
are stronger than those under inter-government monetary cooperation. Since the
effects of the supply shocks on the CPI through the product price are stronger than
those through the real exchange rate, the CPI has a larger variance under inter-
government monetary cooperation than under a monetary union.

Therefore, if & is large and the effects of the larger variance of the CPI under
inter-government monetary cooperation dominate, Vps + V3, may be larger under
a monetary union than under inter-government monetary cooperation. However, if
h is small and the effects of the larger variance of unemployment under a mon-
etary union dominate, Vpy + V5, may be larger under inter-government monetary
cooperation than under a monetary union.

In other words, under supply shocks, a monetary union may prove to be advan-
tageous to the monetary authority if it gives greater importance to the stability of
the CPI, whereas inter-government monetary cooperation may prove to be advan-
tageous to the monetary authority if it gives greater importance to the reduction of
unemployment.

This result can be explained as follows: even in the presence of supply shocks,
cooperation between the two independent monetary authorities makes it pos-
sible for them to eliminate the negative effects arising from the possibility of
labor migration between the two countries and macro-economic interdependence.
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However, if the two countries are affected by supply shocks and greater importance
is given to the stability of the CPI, negative effects on the inter-government mon-
etary cooperation regime due to supply shocks will outweigh the positive effects
due to cooperation. This will lead to a lower utility of the monetary authority under
inter-government monetary cooperation.

Since the expectations of the CPI under supply shocks do not differ across
regimes, the utilities of the employed and unemployed workers take the same values
under both inter-government monetary cooperation and a monetary union.

These results have the following implications: in the presence of supply shocks,
whether the two countries should form a monetary union or should remain inde-
pendent and cooperate in the conduct of the monetary policy depends on how much
importance is given to the stability of the CPIL. If the two countries give substantial
importance to the stability of the CPI, it would be preferable for them to form a
monetary union.

4.5. The Economy Under Demand Shocks

In this section, the two-country economy is assumed to be subject to demand
shocks, i.e., u, u* = 0, v, v* # 0, and we compare the utilities of the monetary
authority and the workers under inter-government monetary cooperation and a
monetary union.

Structural equations in the inter-government monetary cooperation regime
under demand shocks, i.e., Egs. (4.1)—(4.6), and the money market equilibrium con-
ditions m = p+y+vand m* = p*+ y*+v*, where u, u™ = 0O and v, v* # 0, can
be solved for [, I*, y, y*, p, p*, z, q. ¢*, w, and w} as functions of w, m, and m*.

l=m—w+Ina—v 4.74)
F=m*"—w+Ina—v* 4.75)
y=a(m—w)+alna—av 4.76)
y* =a(m* — w) + alna — av* @4.77)
p=0—-am+aw —alna— (1 —a)v 4.78)
pf=U0—-am*+aw—alna— (1 —a)v* 4.79)
7= %(m —m*) — g(v — v (4.80)

q= <1 —a+%)m— %m*+aw

c ac

—alna—(l—a+b)v+ v 4.81)
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q*:(l—a+£)m*—£m+aw

b b
c\ , ac
alna (1 a—l—l—))v +?v (4.82)
wcz—(l—a+%>m+a§m*+(l—a)w
c ac
+alna+(1—a+z)v—?v (4.83)
wf:—(l—a+%)m*+%m+(l—a)w
c\ , ac
+alna+(1 a—l—l;)v ;v (4.84)

According to Egs. (4.74), (4.75), (4.83), and (4.84) as well as Eqgs. (4.21), (4.22),
(4.30), and (4.31), the expectation of unemployment under demand shocks is equal
to that of unemployment under certainty. Similarly, according to Eqgs. (4.81) and
(4.82) as well as (4.28) and (4.29), the expectation of the CPI under demand
shocks is equal to that of the CPI under certainty. Moreover, the variances of
unemployment and the CPI are independent of the money stocks. Therefore, as
under supply shocks, Egs. (4.18) and (4.19") suggest that utility maximization in
the inter-government monetary cooperation regime under demand shocks gives us
the same money stocks as those under certainty (Eq. 4.33).
This implies that,

(E(— 1Py  h(Ea)21I6C
) e S (107 e
1GC
= VPA ’u,u*,v,v*zo, (485
_El*_l*leGC _hE*2IGC
[—{E( Nl 1, =0,v,0* £0 [ (Eq)"] u,u*=0,v,v*#0

_ yylec (4.86)

u,u*,v,v*=0.

On the other hand, the variances of unemployment and the CPI under demand
shocks are as follows:

IGC IGC 2
Var(l = 11)19C| g oo = Var@® =D L g = 00, (487

Var(q)IGC| — Var(q*)IGC|u

u,u*=0,v,v*#£0 u*=0,v,v*£0

_ {(1 —a+%)2+ (%)2}05. (4.88)
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The utility of the monetary authority can be calculated by substituting Egs. (4.85),
(4.86), (4.87), and (4.88) into Eqs. (4.18") and (4.19"); the utility of the employed
workers can be calculated by substituting Egs. (4.81) and (4.82) into Egs. (4.15)
and (4.17).

Structural equations under a monetary union, i.e., (4.1)—(4.6), and the money
market equilibrium condition mMY = p 4+ y + v+ p* + y* 4 v*, where ex = 0,
u,u* = 0and v, v* # 0, can be solved for [, I*, y, ¥*, p, p*, 2, q, ¢, w,, and w}
as functions of w, m, and m*.

MU *

L F (4.89)
* a MU a *
y=y :Em —aw+alna—§(v+v) (4.90)
* * l—a MU l—a *

p=p =q=gq :Tm +aw—alna — 5 (v+v%) (4.91)
z=0 (4.92)

1-— 1-—
wczwjz—TamMU+(l—a)w+alna+ za(v+v*) (4.93)

If the two-country economy is affected by demand shocks, the reduced form
equations under a monetary union are different from those under inter-government
monetary cooperation. This is because the product prices and the national products
in the two countries are the same under a monetary union (Egs. (4.91) and (4.92)),
whereas they are different in the two countries under inter-government monetary
cooperation (Egs. (4.78), (4.79), (4.76), and (4.77)). As a result, the money market
equilibrium conditions are different in the two regimes, making the structural equa-
tions and thereby the reduced form equations different under the two regimes.

However, Egs. (4.89), (4.91), and (4.93) imply that the expectations of unem-
ployment and the CPI under supply shocks are equal to those of unemployment and
the CPI under certainty. In addition, the variances of unemployment and the CPI do
not depend on the money stock. Accordingly, as under supply shocks, Egs. (4.18")
and (4.19") suggest that utility maximization by the monetary authority gives us
the same money stock as that under certainty (Eq. 4.43). Therefore, the sum of
the first and second terms of Eqgs. (4.18’) and (4.19’) under demand shocks equals

I%\U u,u*,v,v*=0 (V;%U|u,u*,v,v*=0)'

On the other hand, the variances of unemployment and the CPI under demand

shocks are as follows:

S}

MU MU o
Var(l — lf) |u,u*:0,v,v*;ﬁ0 = Var(l* o l*f) |u,u*=0.v,v*7é0 = 71)’ (4.94)
2
MU MU 1-a)” ,
Var(q) ’u,u*=0,v,v*#0 = Var(q") |u,u*=0,v,v*#0 = TGU' (4.95)
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According to Egs. (4.87) and (4.94),

Var(l — 11)16€| = Var(l* — 1*/)16€|

u,u*=0,v,v*#0
> Var(l — 17)MY|

u,u*=0,v,v*#0

= Var(l* — 1*/)MY|

u,u*=0,v,v*#£0 u,u*=0,v,v¥#£0 *

We can explain this as follows: under inter-government monetary cooperation, since
each country has its own money market and demand shocks affect employment indi-
rectly through the product price, only domestic demand shocks affect the product
price and thereby employment. On the other hand, under a monetary union, since
the two countries have a common money market, not only domestic but also foreign
demand shocks affect the product price, making employment subject to domestic
and foreign demand shocks. However, the effects of demand shocks on employment
are weaker under a monetary union than under inter-government monetary cooper-
ation. Moreover, as mentioned before, the effective labor forces are not stochastic
in either regime. This implies that the variance of unemployment is larger under
inter-government monetary cooperation than under a monetary union.
According to Egs. (4.88) and (4.95),

Var(q)IGC| — Var(q*)IGC|

u,u*=0,v,v*#0
MU|

u,u*=0,v,v*£0

> Var(q) = Var(g*)"Y|

u,u*=0,v,v*#0 u,u*=0,v,v¥#0 °

The above equations can be explained as follows: under inter-government monetary
cooperation, demand shocks affect the CPI through the product price and the real
exchange rate, as can be seen by Eqgs. (4.78), (4.79), and (4.80). On the other hand,
as Egs. (4.91) and (4.92) show, under a monetary union, demand shocks affect the
CPI only through the product price. Since the effects of demand shocks on the CPI
are stronger under inter-government monetary cooperation, the variance of the CPI
is larger under this regime.

Therefore, Vpa + Vj, is larger under a monetary union than under inter-
government monetary cooperation. In other words, when the two-country economy
is subject to demand shocks, a monetary union is always advantageous to the mon-
etary authority.

This can be explained as follows: as explained in the cases of certainty and
supply shocks, even if the monetary authorities are independent, cooperation
between them increases their utilities. However, under demand shocks, these pos-
itive effects are always smaller than the negative effects arising from demand
shocks, i.e., the larger variances of unemployment and the CPI. This implies that
a monetary union is advantageous to the monetary authority.

Since the expectations of the CPI under the demand shocks are the same in
both the regimes, despite being affected by demand shocks, the utilities of the
employed and unemployed workers are the same under both inter-government
monetary cooperation and a monetary union.
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The result in this section suggests that it would be preferable for the two coun-
tries to form a monetary union if they are affected by demand shocks.

4.6. Conclusions

Using a two-country macro-economic model with international migration of labor
and efficiency wages, we compared the utilities of the monetary authority and
the workers under the regimes of inter-government monetary cooperation and a
monetary union, assuming that the two countries may be affected by supply or
demand shocks.

We showed that under certainty, there is no difference in the utility of the mon-
etary authority between both regimes; whereas, under supply or demand shocks,
centralization of the monetary policies by a single monetary authority under a
monetary union may prove to be advantageous to the monetary authority. We also
showed that the utility of the workers is the same in both the regimes not only
under certainty but also under supply or demand shocks.

Our results imply that the question of whether or not countries should form a
monetary union is dependent on the existence or non-existence of shocks, and that
if the countries are subject to supply or demand shocks, which is very likely in
actual economies, it would be preferable for them to form a monetary union and
centralize their monetary policies.
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ON THE STRATEGIC ROLE OF DEBT

Gerald Garvey* and Noel Gaston'
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"Bond University, Australia

5.1. Introduction

This paper contributes to the growing literature on the interaction between corporate
financial and employment policies. A fundamental finding is due to Abowd (1989)
and DeAngelo and DeAngelo (1991), who document the costs that unionized
workers can impose on shareholders through collective bargaining power. Bronars
and Deere (1991) and Perotti and Spier (1993) show that firms can use debt policy
to reduce these costs. More specifically, the use of higher levels of debt financing
effectively commit a firm’s rents to third parties (i.e., the creditors) and thereby
serves to protect shareholders from opportunistic rent-seeking behavior by workers.
However, this work implicitly assumes that specific investments in physical capital
are the only source of firm rents or quasi-rents, so that wage concessions are
at best purely redistributive. Hence, if investments in specific human capital are
important, wage concessions can affect the creation as well as the distribution of
wealth.

Existing models predict that firms choose to carry more debt when workers can
exercise bargaining power at lower cost. Since debt is an imperfect and costly way
to blunt worker bargaining power, the high-debt firms will also be observed to pay
higher wages. We extend these models to allow the importance of specific human
capital investments, as well as bargaining power, to vary across firms. Holding
bargaining power constant, firms that rely more heavily on specific human capital
investments are shown to choose lower debt-equity ratios and to pay higher wages.

87
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The choice of lower debt levels by firms encourage workers’ productive invest-
ments by lowering the possibility of bankruptcy. From the workers’ perspective,
lower debt increases the likelihood that a firm will be able to fulfill its contractual
promises.

Our model reproduces the Bronars and Deere (1991) and Perotti and Spier
(1993) result that financing with senior debt commits the firm to a “tougher” bar-
gaining position and reduces workers’ negotiated wages. The basic idea is out-
lined by Myers (1990) who argues that employee claims on the firm are akin to
subordinated debt. While it is true that issuing senior debt and paying some of
the proceeds to shareholders reduces the value of a subordinated debt claim, this
does not imply that firms in which such claims are large should systematically
favor the use of senior debt. Rational investors will pay less for subordinated debt
if they anticipate dilution by senior debt, so there is no clear overall benefit to
shareholders.

The implicit assumption is that employees’ claims are not like subordinated
debt in the sense that employees do not pay for their claim or, more generally,
that shareholders receive little benefit when employees have a claim on the firm’s
cash-flows. The extensive labor economics literature on “efficiency wages” stresses
that shareholders can benefit from apparently “surplus” employee compensation
when there are important non-contractible features of workers’ behavior on the job
(e.g., Krueger and Summers, 1988). We introduce a strategic role of debt into an
efficiency wage model by relaxing this literature’s implicit assumption that the firm
can choose workers’ lifetime wage path at the time they join the firm. Rather, all
parties know that wages will inevitably be the subject of negotiation. We show that
firms in which specific human capital investments are more important to profits
will choose lower debt-equity ratios, thereby commiting themselves to a relatively
“soft” ex post bargaining position, in order to encourage productive actions by
workers.

We then present evidence on the relationship between corporate financial
structure and compensation policies. Combining firm-level data from Standard and
Poor’s Compustat, with data from the Bureau of Labor Statistics and from Hirsch
and Macpherson (1993), we confirm Bronars and Deere’s (1991) finding that firms
in more unionized industries use more debt. However, holding constant union-
ization and other well-known determinants of the capital structure choice, we find
a negative relationship between debt and employee compensation. This suggests
that specific human capital or incentive considerations are important to financial
as well as employment policies.

The next section presents a model that brings together wage bargaining and spe-
cific human capital considerations. Section 5.2 presents the data and the empirical
model we use to estimate the relationship between financial and compensation
policies. Section 5.3 presents concluding observations.
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5.2. The Model

5.2.1. Permanent Assumptions

To simplify the exposition, and to highlight the salient features of worker bargaining
power and incentives, we present two stylized models of the determination of wage
and financial policies. We begin with the case where there is no bargaining power
in that the firm can directly choose wages at the time the worker joins the firm. We
then consider the polar case where workers have all the bargaining power ex post
and the firm can only affect future wage outcomes through its debt policy. Since
actual worker bargaining power is a matter of degree, real-world firms will fall
between these two extremes.

Both of the models we present, use the following labor contracting problem
adapted from Lazear (1981). First, if the firm does not hire a representative worker,
it produces nothing. If a worker is hired, the firm’s expected revenues equal V.
After joining the firm, the worker chooses whether or not to invest in firm-specific
human capital, at the private opportunity cost of 6 dollars. If the worker fails to
make the investment, the firm bears a cost S in which case the worker is detected
with probability one and is dismissed. Hence S parameterizes the importance of
worker incentives.

To analyze both the distributional and the efficiency effects of wage policy,
we restrict the workers’ ability to post bonds. In particular, we make the standard
assumption that the worker receives a single wage payment after investing in spe-
cific human capital and is unable to make any up-front payment to the employer at
the hiring stage. This approach ensures that bargaining power is relevant and also
preserves an efficiency role for outside finance, i.e., workers cannot raise enough
money on their own account to fund all the firm’s activities. Employees’ claim on
the firm is not identical to a subordinated debt claim because they do not pay the
full market price for such a claim. Shareholders benefit only indirectly through an
induced change in employee behavior.

Finally, debt policy is relevant because we assume that default is costly. Specif-
ically, we assume that workers lose any wage premium in the event of financial
distress. This assumption is plausible despite the fact that wages are generally
senior in the event of liquidation. As Lazear (1981) stresses, worker incentives are
based on prospective earnings, including pension benefits based on future earnings
growth, which are not contractually protected. Indeed, the prospect of financial dis-
tress often motivates firms to reduce deferred employee compensation (see Ippolito
and James (1992), for a summary). Our remaining notation and order of moves are
as follows:

(1) The firm issues debt of face value D for a market-determined price Dy,
and leaves A of the proceeds as the firm’s asset base. The amount Dy — A is paid
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as a dividend, so an increase in D represents an increase in the firm’s debt-to-
assets ratio. All parties are risk-neutral, have a zero-discount rate, and agree that
final cash-flows are subject to an additive shock denoted y which has mean zero
and distribution function G that satisfies the standard hazard rate condition that
g(»)/(1 — G(y)) increases in y;

(i1) A worker, with the next-best opportunity normalized at zero, is hired. Strictly
speaking, the theory refers to premia above the market rate for the worker. In our
empirical work, we allow the outside opportunity to vary across firms so as to isolate
actual wage premia rather than simply worker scarcity. At the time the worker is
hired, all parties agree that 6 is distributed according to the c.d.f. F(6*) = Pr(6 <
0*) with density f(6*);

(iii) The worker observes 6 and decides whether or not to make the human
capital investment;

(iv) The worker is dismissed if the investment is not made;

(v) If not dismissed, the worker receives a wage. In the case where wages are
chosen unilaterally by the firm, the wage is w,. In the case where workers exert
bargaining power, the negotiated wage is denoted w,, and

(vi) y is realized. If the firm is solvent, bondholders receive D and the worker
receives either w, or w,,. If the firm is insolvent, bondholders receive title to the firm
and neither shareholders nor the worker receive anything. The key assumption is
that there are deadweight costs of bankruptcy, some of which are borne by workers
(see Dasgupta and Sengupta (1993), and Perotti and Spier (1993), for alternative
formulations sharing this property). To simplify this exposition, we assume that
all costs are borne by workers. In the empirical section, we take account of the
standard determinants of bankruptcy costs and capital structure (see Harris and
Raviv (1991) for a review).

5.2.2. Firms Unilaterally Set Wages

We begin with the case where the firm unilaterally sets a wage w, at stage (i) of
the game when the worker joins the firm. There is no re-negotiation at stage (v).
We solve the model by backward induction. At stage (vi), there are two possibilities
depending on whether or not the worker made the investment in specific capital.
If the investment was made, the worker receives w, and the firm is solvent so long
as y exceeds y}, where | solves:

V—w.+A+y =D (5.1)

If the worker fails to invest, no wage is paid but the firm’s revenues fall by S. Hence
the firm is solvent so long as y exceeds y; where

V—-S+A+y5=D (5.2)
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Two points should be noted at this stage. First, if S < w, the firm would prefer
that the worker not make the human capital investment at all since it could save
on the wage payment at a cost of only S. We, therefore, assume that S > w so
that it is profitable for the firm to hire a worker in the first place. Second, yf is
the critical value below which the firm cannot pay D, the fixed claim due at stage
(vi) of the game. In the present model, wage payments to workers who make the
specific human capital investment are only at risk if there are fixed senior claims
to the firm’s terminal cash-flows. If there are no such claims, then G(yf) =0.

We now turn to the worker’s decision of whether to invest in specific human
capital at stage (iii). If the investment is made, the worker receives w, with the
probability (1 — G(y{)). If no investment is made, the worker receives a zero wage
but gains 6. Hence the worker invests unless:

0> 0, = we(l — G(yH). (5.3)

It follows from Eq. (5.3) that an increase in leverage reduces employee com-
pensation but also disrupts the firm’s labor contracting process. The two remaining
inputs to the initial choice of financial structure are the worker’s and the bond-
holders’ participation constraints. Since the worker receives strictly more than zero
in expected value (@ if the investment is not made and w,(1 — G) otherwise), the
participation constraint does not bind. The bondholders’ participation (or, equiva-
lently, rational pricing) constraint implies that

y*
Do = F(6.) [D(l -G +/ LV —we+ A+ V)dG(V)}
v

y*
+ 1 = F6.)) [D(l -G +f C(V-s+A+ J/)dG()/):| (5.4)
14

Since the shareholders receive Dy — A as an up-front dividend, their objective
is to choose D to maximize

¥
Dy— A+ F@,) | (V—we+A—D+p)dG(y)
"
¥
+ 1 - F(@e)]/ (V—=S+A—D+p»dG(y) (5.5)

%

1)
Substituting Eq. (5.4) into Eq. (5.5) allows us to simplify the shareholders’
objective to
FO)(V—we)+ (1 — Fl))(V—-8)=V -84 F,)(S — w,.) (5.6)
The first-order condition for w, is
90,
w

(S = we) fBe) 5

— F(0e) = (S — we) f(6e) (1 = G(¥})) — F(6) =0. (5.7)

e
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Since neither V, S, nor w, are affected by the choice of debt, the first-order
condition is

36, .
(S — we)a—Df(é‘e) = —(S — we)weg(y7) f(Be) (5.8)

Since (S — w,) > 0 by Eq. (5.7) , the optimal D is zero. Hence, the firm is always
solvent so that G(y{) = 0. Hence, Eq. (5.7) can be re-arranged to yield

F(w,)
Sflwe)

Equation (5.9) is analogous to the standard optimal choice of an efficiency
wage, since S is effectively the marginal product of effort and the remaining term
reflects the marginal cost of higher wages. The key findings of this section are that
wages increase in the importance of human capital investments and that debt is
avoided altogether. The extreme result for debt policy is based on the assumption
that workers have no bargaining power. We now turn to the other extreme case in
which workers can make a take-it-or-leave-it wage demand on their employers.

we =S — (5.9)

5.2.3. The Case of Negotiated Wages

In this section, we allow the wage to be the outcome of a stylized bargaining
procedure in which workers make a take-it-or-leave-it demand of w, dollars on their
employer at stage (v) of the game. While this is an extreme way to depict worker
bargaining power, the results that guide our empirical work would be obtained under
any Nash or Rubinstein (1982) bargaining approach. What matters is that the firm
can alter the worker’s effective bargaining power by its choice of capital structure.

The outcomes in stage (vi) of the game are the same as in the previous case
where workers had no bargaining power. At stage (v), the workers now make a
demand knowing that they will receive their negotiated wage so long as y > ;.
Hence, the optimal demand, w,,, maximizes expected payments w(1 — G(y;)) and
satisfies the first-order condition

1-G@y) —wugly)) =0 (5.10)

The hazard rate condition on G ensures that Eq. (5.10) yields a unique optimal
wy,. The key feature from the firm’s perspective is that the wage demand falls as
leverage is increased. Such an increase can be implemented by increasing D while
holding A fixed, that is, by paying out all the increased proceeds from the debt as
a dividend. Formally, we have

dwa _ 80D +wug'0]) _
oD 28(yy) + wug' (v)

Note that Eq. (5.11) is strictly between negative one and zero. The worker’s decision
of whether or not to invest in specific human capital is undertaken at stage (iii).

5.11)
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If the investment is made, the worker receives the negotiated wage w, with the
probability (1 — G(y})). If the worker chooses not to invest, he receives no wage
but gains 8. Hence, the worker invests unless

0> 0 =wu(1-G()) (5.12)

The pricing of debt and equity are the same as in the case where wages are
predetermined. Hence, the shareholders’ objective at the time they choose financial
policy is the same as in Eq. (5.6), except that w,, is determined by Eq. (5.10) and
the critical cost is 6, rather than 6,. The first-order condition for debt is, therefore,

06, oW,
S — — f(6,) — F(6 =0 5.13
( wn)an( ) (6u) 3D ( )
Differentiating Eq. (5.12) with respect to D we obtain
30, dwy yy
— =(1-= * _ *
op = =G5 —wugt) o5
= —wug(yy) = —(1 =G <0, (5.14)

using 9y} /dD = (1 + dw, /dD) and Eq. (5.10). Equation (5.14) has the straight-
forward implication that workers’ willingness to invest in firm-specific human
capital strictly decreases in the firm’s debt-equity ratio. The intuition is that while
high debt levels reduce workers’ ability to extract rents from shareholders, they
also dilute their incentives to take productive actions.

Equation (5.13) can now be written as

dwy
—F(QM)% — (S —wu) fOH(1 = G(y)) =0, (5.15)

where the first term, which captures the re-distributional effect of debt, is strictly
positive since dw,, /0D < 0. The second term, which captures the incentive effect
of tougher wage bargaining due to increased leverage, is strictly negative.

The first important result is that for any level of debt financing, debt is more
valuable in the case where wages are bargained than in the case where they are
chosen by the firm. Thus, for an interior solution, debt-equity ratios are strictly
higher when workers exercise bargaining power. This statement, however, holds
constant the importance of workers’ specific human capital investments, S. In the
present case, w,, and 6, are independent of S (see Eq. (5.10)), so Eq. (5.15) implies
that debt levels strictly fall in S, i.e.,

% = —f6u.)(1 - G(y) <0 (5.16)

The intuition is that when human capital considerations are more important, it
is less desirable to squeeze employees’ wages by the use of debt finance. In essence,
the firm voluntarily places itself in a weaker bargaining position to assure workers
that they will be rewarded for making investments in firm-specific human capital.
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5.2.4. Summary

To illustrate our two sets of results, suppose that both G and F are uniform unit
interval distributions. The derivation of the following expressions for optimal debt
and wages for our two cases is provided in the Appendix. In the case in which
workers have bargaining power, the firm will optimally incur a net debt obligation
of 1 — 45/3 dollars and will default with the probability 1 — 25/3. Since there
are no bankruptcy costs, the firm will be entirely debt-financed if human capital
investments are completely unimportant (S = 0), and optimal leverage falls as §
increases. The negotiated wage when debt is optimally set, w,,, equals 25/3. When
there is no bargaining power, Eq. (5.9) implies that w, = S/2, which is less than
wy,. The optimal debt level, therefore, is zero.

The empirical implications of the two cases for debt policy are as follows.
First, by holding S constant, both debt-equity ratios and wages increase in worker
bargaining power. Optimal debt levels in the non-bargaining case are strictly zero
and are generally positive in the case where wages are bargained. Also, as we show
in the Appendix, workers with bargaining power are paid strictly more even when
debt is optimally chosen. On the other hand, holding constant worker bargaining
power, debt strictly decreases and wages strictly increase in S. That is, if higher
wages are used to encourage human capital investments, debt levels will be lower.

5.3. Empirical Evidence

Section 5.2 outlined two distinct relationships between capital structure and the
wage payments that firms make. The key difference is whether wages are driven
by incentive or productivity considerations, or alternatively, reflect the successful
exercise of worker bargaining power. Our empirical work combines a study of the
cross-sectional determinants of corporate capital structure choices with the labor
economics literature on the relationship between employment and compensation
policy, firm characteristics, and labor market imperfections. Related papers have
focused on the relationship between employer characteristics, such as profitability
or industry affiliation, and the compensation paid to employees (Bronars and
Deere, 1991; Curme and Kahn, 1990; Neumark and Sharpe, 1996). Our approach
is to examine the relationship between firms’ capital structure choices and its
wage policy, holding constant the extent of unionization and other more standard
determinants of firm leverage.

5.3.1. Data Description

Our data on the financial characteristics of obtained firms are obtained from
Standard and Poor’s Compustat. These data were merged with industry-level wage
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data from the Bureau of Labor Statistics (BLS). All nominal values are deflated by
the consumer price index (CPI). With some exceptions, the data are averaged across
three-year subperiods in order to reduce the effects of measurement error. The
variable label suffixes are: 1 = 1980-81-82 and 2 = 1983-84-85. The regressors
denoted with a 2 suffix are contemporaneous. Those variables with a 1 indicate
that they are lagged. For example, the return on assets, ROA1, is lagged to capture
the long-term impact of profitability on financial policy (see Titman and Wessels,
1988). All other data are specific to the year 1984.

5.3.1.1. Measures of debt policy

The main variable is the debt-to-assets ratio, DOAT?2. It is defined as total long-
term debt, or debt obligations due in more than one year, divided by the firm’s
total assets. While we also consider alternative measures of debt policy in the
sensitivity analysis, there are good reasons to focus on long-term debt and total
assets. First, debt affects wages because shareholders and employees bargain over
wages in the belief that creditors will not re-negotiate their claim on the firm once
y is revealed (see Perotti and Spier, 1993). Short-term debt is more likely to be
held by banks and other large creditors who are in fact often able to coordinate
renegotiation (see Gilson et al., 1990). As stressed in analyses such as Gertner
and Scharfstein (1991), the costs of re-negotiating long-term debt are likely to be
substantially greater, because it is more likely to be held publicly and negotiations
are more likely to be anonymous and one-shot.

For our purposes, it is also more appropriate to use total assets as opposed
to the market value of equity in the denominator. The market value of equity
reflects expected discounted dividend payments to shareholders over the firm’s
entire lifespan. In our model, however, if dividends are paid out before wage nego-
tiations take place then they represent an increase in the firm’s “toughness”. In
terms of our model in Section 5.2, a dividend paid out at any time before stage
(v) of the game would have the same effect as an increase in leverage chosen by
the founder. Total tangible assets are thus a more direct measure of the expected
amount of assets that the firm will have to cover its senior debt obligations.

5.3.1.2. Measures of employee compensation

For each firm in our sample, we measure wages as labor and related expenses
divided by the number of employees. The firm’s labor expenses are defined as
salaries, wages, pension costs, profit sharing and incentive compensation, payroll
taxes, and other employee benefits. The wage is deflated and expressed in dollars
per week. The minimum hourly wage mandated under the Fair Labor Standards Act
was $3.35 in 1981. Observations with nominal wages less than $134 ($3.35 x 40)
in 1981 were assumed to be misreported and dropped from the sample. The mean
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and standard deviation of the firm-level wage are roughly comparable to those for
an alternative wage measure from the BLS at the 4-digit SIC industry level (with
the correlation between the two wage measures being 0.64).

Our primary wage measure is lagged real wages, RW1, because we are con-
cerned about the possible simultaneity of contemporaneous wages and capital
structure. Our model states that whether high-wage firms have higher or lower debt,
depends on whether high-wage payments reflect the return to specific human capital
investments or rents captured by employees. An alternative, which is not considered
in our model, is that high current wages simply reflect suboptimally low debt levels.
Hence, a regression of debt levels on contemporaneous wages may be contami-
nated by a spurious negative correlation. Debt affects contemporaneous, and pos-
sibly future wage payments, so historical or lagged wages are not subject to this
criticism. We also use alternative wage measures to examine our basic hypotheses.

In addition to RW1, we also use interindustry wage premia as a direct measure of
above-market wages. A wage premium is that portion of an individual’s wage that
cannot be explained by their individual characteristics such as human capital, demo-
graphics, or occupation, but is explained by their industry of affiliation. The mean
of 0.16 implies that the firms in our sample are from relatively high-wage industries
(on average, those industries with wages about 16% more than the economy-wide
average wage). By construction, the premia data are unrelated to observable char-
acteristics. Krueger and Summers (1988) have also shown that these premia are
not explained by union bargaining strength but are likely to reflect either efficiency
wage concerns or unobserved worker quality.

5.3.1.3. Other variables

The growth measure ESALEGRO is the percentage rate of sales growth during
the period 1984—-1988. Another measure, VOL is the standard deviation of the
percentage change in pre-tax income. It is calculated using all the nine years in the
sample in order to obtain an efficient measure as possible (see Titman and Wessels,
1988). For each firm, the capital-labor ratio, RKL1, is measured as the real value
of property, plant, and equipment divided by the number of employees. The union
coverage measure, COV2, is the average union coverage of workers in each 3-digit
industry.

The sample size is 369 observations after listwise deletion of missing values.
Descriptive statistics and data sources are listed in Table 5.1. In Table 5.2, we split
the sample into “union” and “non-union” subsamples (union coverage above and
below the mean union coverage, respectively). The split is extremely informative.
Firms in relatively unionized industries have higher debt and higher wages. They
also tend to be larger, more capital intensive, and display slower growth. This sug-
gests, consistent with the re-distributive version of our model, that firms where
employees have more bargaining power have higher debt and pay higher wages.
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Table 5.1. Descriptive statistics.
Variable Label Mean SD Source
Measures of Debt Policy
Long-term debt to assets DOAT?2 18.11 15.02 a
Total debt to assets TDAT?2 24.47 14.07 a
Measures of Real Wages
Average weekly earnings RW1 529.33  155.46 a*
Average weekly earnings (4-digit) RBLSW 472.41 124.03 b*
Industry wage premiums PREMIA 0.16 0.12 c
Firm-Level Variables
Real sales RS1 2617.28 8050.27 a*
Sales growth 1984-1988 ESALEGRO 4.47 11.59 a
Return on assets ROA1 4.60 4.55 a
Volatility 1980-1988 VOL 0.16 0.75 a
Real capital to labor ratio RKL1 0.16 0.23 a
Industry-Level Variables
Machine-producing industry MACHINES 0.09 0.29 al
Regulated industry REGULATE 0.53 0.50  a*
Workers covered by union contracts cov2 28.53 21.66 d

Sources:
a. Compustat.

b. Employment and Wages, Annual Averages 1984, (1985).

c. Krueger and Summers (1988), Table Al.

d. Hirsch and Macpherson (1993).

e. CPI data, used to deflate all nominal values, are from the Economic Report of the President,

1994.
Notes: Observations = 369.

* Variable is logged in the empirical work (distinguished by ‘L’ prefix in the following

tables).
 SIC industries 3400-4000.

¥ SIC industries 4600-4699, 4900-4999, and 6000—-6499.

It also underscores the importance of controlling for union coverage when exam-
ining the relationship between financial and compensation policy. We now examine
the hypotheses derived from the wage bargaining and the specific human capital

approaches in a regression setting.
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Table 5.2. Means (SD) for non-union and union firms.

Variable Non-union Union t-test?
DOAT?2 7.74 27.77 17.21**
(10.69) (11.66)
RW1 451.86 601.53 10.48**
(146.91) (125.84)
RS1 1756.25 3419.71 2.05*
(3705.39) (10554.06)
ESALEGRO 7.54 1.61 5.04**
(12.34) (10.06)
ROA1 4.57 4.63 0.11
(5.63) (3.23)
VOL 0.20 0.13 0.86
(0.99) 0.42)
RKL1 0.03 0.28 12.81**
(0.06) (0.26)
cov2 8.49 47.21 38.75**
(7.87) (11.15)
MACHINES 0.12 0.07 1.64
(0.32) (0.25)
REGULATE 0.57 0.49 1.55
(0.50) (0.50)

Notes: The non-union sample (COV?2 < 28.53) has 178 observations.
The union sample (COV2 > 28.53) has 191 observations.

¢-test for the hypothesis that the means of the two groups are equal.
*denotes (5%) level of statistical significance.

**denotes (1%) level of statistical significance.

5.3.2. The Empirical Model and Results

In this section, we examine the effect of employee bargaining and incentive con-
siderations on firm capital structure choice, controlling for other determinants
documented in the literature. Our empirical specification takes the following form:

D;k] =+ ,BwWij + lg;Xij + S/Ij + &ij
where

0 ifD;<0
Dij = DY i DE= 0 (5.17)
ij ij
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and D;; = DOAT?2 is the debt—equity ratio and W;; = LRW1 is the natural log of
the real wage paid to employees by firm 7 in industry j. Additionally, o, By, Bx,
and § denote unknown coefficient vectors and &;; is a normally distributed random
disturbance.

The vector X;; = (RKL1, LRS1, ESALEGRO, ROA1, VOL, COV2) contains
variables that are known to influence firm-level debt policies — the capital-intensity
of production, firm size as measured by sales, expected growth, profits, and income
volatility, respectively (see Titman and Wessels (1988) and the review by Harris and
Raviv (1991)). In addition, as discussed above, we include COV2, which measures
the percentage of workers covered by union contracts in the firm’s industry. It
controls for the direct effect of unionization on employee bargaining power and
firms’ capital structure choices.

As capital structure is also known to vary systematically along industry lines,
we include a vector of industry dummies, /;. REGULATE is a dummy for regulated
industries — banking, insurance, and public utilities. Compared to their unregu-
lated counterparts, Smith and Watts (1992) find that regulated industries tend to
finance new projects with debt rather than equity. MACHINES is a dummy for indus-
tries that manufacture machines or equipment. Titman and Wessels (1988) argue
that firms in these industries, rely heavily on specialised inputs, which increases
the costs of liquidation.

Equation (5.17) is a Tobit specification (nine firms in our sample report
DOAT? = 0). Our main interest is in By, the coefficient for W;;. If B,, were zero,
we would conclude that wage effects are unimportant for debt policy. A finding
that 8, > 0 would imply that the debt—wage relationship is driven by worker
bargaining power considerations, which are not captured by our union coverage
variable. Finally, a finding that 8,, < 0 would support the specific human capital
interpretation.

The estimates of Eq. (5.17) appear in Table 5.3. As expected, based on the
results in Table 5.2 and the findings of Bronars and Deere (1991), the estimates in
column (1) indicate that firms in more heavily unionized industries are significantly
more leveraged. The results indicate that firms carry more debt when they are more
capital-intensive, are not in a machine-producing industry, are less profitable, and
when their returns are more variable. Titman and Wessels (1988) have for similar
findings (see also Harris and Raviv (1991) for a survey of existing cross-sectional
evidence).

In column (2), we report estimates for a specification that includes wages, but
not union coverage. The estimate of §,, is statistically insignificant. To us, this
indicates the presence of both the specific human capital and re-distribution forces
at work. To isolate the specific human capital effect, it is therefore important to
control for worker bargaining power. This specification appears in column (3). Of
greatest interest is the fact that the coefficient on wages is now negative, large,
and highly significant. This supports the specific human capital model. Column (4)
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Table 5.3. Tobit estimates of Eq. (5.17) (dependent variable = DOAT?2).

Variable Elasticities
ey @) 3) “)

Intercept 5.606* 10.024 30.048*
(2.499) (12.415) (11.308)

LRW1 0.470 —4.176* —0.224

(2.033) (1.885)

LRS1 0.045 0.627 0.186 0.010
(0.301) (0.339) (0.3006)

ESALEGRO 0.016 —0.017 0.009 0.002
(0.046) (0.015) (0.046)

ROA1 —0.329* —0.554* —0.329* —0.081
(0.140) (0.154) (0.141)

VOL 1.568* 1.147 1.725* 0.015
(0.693) (0.773) (0.693)

RKL1 29.358* 48.615* 30.587* 0.258
(3.295) (3.073) (3.327)

MACHINES —4.068* —5.134* —4.141* —0.020
(1.893) (2.106) (1.883)

REGULATE 0.430 —7.191* 0.201 0.006
(1.553) (1.503) (1.550)

cov2 0.308* . 0.328* 0.501
(0.033) (0.034)

Scale parameter 9.730 10.835 9.676
(0.364) (0.4006) (0.362)

Log likelihood  —1340.12 —1378.66  —1337.68

Notes: 369 observations.
Asymptotic standard errors in parentheses.
*Statistically significant at the 5% level.

presents normalized elasticity coefficients and indicates that the effect of wages on
debt has an effect that is equivalent in size to that of capital intensity.

Overall, the results are supportive of the specific human capital and incentives
explanation for wages and their impact on capital structure. After controlling for
the firm’s collective bargaining environment, debt is lower in firms in which the
value of specific human capital investments is greater. In the unconditional sense,
of course, both the re-distribution and incentive stories are at work, which has the
commonsense interpretation that observed wages reflect both negotiated rents and
incentive payments.
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5.3.3. Further Results on the Measurement of Wages
and Capital Structure

5.3.3.1. Alternative measures of debt

In column 1 of Table 5.4, we examine the effects of using TDAT2, the ratio of
total debt to total assets, as the measure of the firm’s leverage. Since short-term

Table 5.4. Sensitivity of the wage coefficient to different model

specifications.
Variable TDAT?2 PREMIA WDIF
ey 2 3
Intercept 5.495 11.343* 5.689*
(12.507) (3.977) (2.477)
Wage 1.443 —6.246 —5.862*
(2.084) (9.084) (2.081)
LRS1 0.270 0.644 0.214
(0.339) (0.489) (0.304)
ESALEGRO 0.053 0.159 0.010
(0.051) (0.122) (0.046)
ROA1 —0.656* —0.808* —0.352*
0.157) (0.213) (0.139)
VOL 1.463 0.551 1.634x
(0.769) (0.725) (0.687)
RKL1 20.527* 38.723* 29.519*
(3.688) (12.365) (3.265)
MACHINES —5.090* -3.212 —4.754*
(2.088) (2.348) (1.890)
REGULATE 5.082* —0.645* 0.508
(1.718) (3.219) (1.539)
cov2 0.184* 0.111 0.304*
(0.038) (0.069) (0.033)
Scale parameter 10.734 9.135 9.632
(0.400) (0.666) (0.361)
Log likelihood —1383.134 —347.921 —1336.187
Observations 369 98 369

Notes: Asymptotic standard errors in parentheses.
*Statistically significant at the 5% level.

Column (1): Wage = LRW 1, dependent = TDAT?2.
Column (2): Wage = PREMIA, dependent = DOAT?2.
Column (3): Wage = WDIF, dependent = DOAT?2.
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debt is less likely to have an effect on employees’ bargaining power, either for re-
distributional or incentive reasons, we expected to find no significant relationship
between wages and TDAT 2. The results support this interpretation.

5.3.3.2. The endogeneity of wages

An alternative explanation for our results is that the causality is reversed. Since
firm-level wages are highly positively correlated through time, lagging wages may
still not adequately eliminate the potential inconsistency of our estimate of S,.
Myers (1984) “pecking-order” theory suggests that observed debt-assets ratios are
a by-product of the firm’s cash inflows and expenditures rather than the deliberate,
wealth-maximizing approach that we adopted. The explanation would be that more
profitable firms simply carry less debt and pay higher wages. Hanka (1998) effec-
tively makes the assumption that leverage is exogenous by regressing wages on
debt to assets. His sample covers the entire Compustat file and produces a signif-
icant negative relationship between debt and wages.

Our single-equation approach prevents us from directly ruling out the possi-
bility that debt is exogenous. However, our coefficient estimates allow us to shed
light on the plausibility of this explanation for our findings. The following calcu-
lations indicate the magnitude of opportunity cost that shareholders would bear if
the firm were in fact to neglect the optimal management of its capital structure.
Suppose that the average firm in our sample had a once-off windfall increase in its
cash-flows of $500 million, or approximately 10% of its total assets, and that these
funds were not paid out to shareholders as a dividend. This firm would experience
a fall in DOAT? from 18.1% to 16.4%, and using the estimate for 8,,, would expe-
rience an increase in weekly earnings from $562.37 to $700.55. If this increase
were to persist for only one year for a firm with average employment of nearly
20,000, over 27% of the initial cash windfall of $500 million would be paid out
to employees rather than to shareholders. In our theory, of course, such a fall in
leverage and increase in compensation would not come about exogenously. Rather,
the reduced leverage would be a wealth-maximizing response to an increase in the
importance of firm-specific human capital.

An alternative approach to the potential endogeneity problem is to consider
wage measures other than LRW1. The variable PREMIA is a direct measure of
industry wage premiums. Unfortunately, the latter data are only available at the
3-digit SIC level. To examine the effects of the alternative wage measures, all
the data are averaged by industry. This is a solution to the possible inefficiency
of estimates derived from “mixed-mode” regressions, i.e., when industry-level
variables are regressed on firm-level variables (see Bronars and Deere, 1991). Since
the effects of observable worker characteristics are controlled for in the calculation
of PREMIA, we expected that the measure of wage premiums would be even “more
negatively” related to debt than our firm-level wage measure. While this appears
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to be the case, the coefficient was not statistically significant (see column (2) of
Table 5.4).

Another, rather similar, approach to endogeneity is to approximate wage
premia by deviations from the industry average. Specifically, we define WDIF =
LRW?2 — LRBLSW where LRBLSW is the logarithm of the average real wage of
non-supervisory employees at the 4-digit SIC industry level. A positive WDIF
would indicate that this particular firm has higher wages than its 4-digit industry
counterparts. The idea is that collective bargaining strength and the influence of
observable characteristics are likely to be captured by the industry wage level, so
that WDIF provides a supplementary measure of premium wages. From column 3
of Table 5.4, it is clear that WDIF is strongly negatively related to leverage, which
lends further support to the specific human capital model.

Overall, we find that the results reported in the previous section are quite robust
to changes in the measurement of wages and capital structure. With appropriate
controls for worker bargaining power, the “efficiency” component of wages is
negatively related to firm leverage.

5.4. Conclusion

Recent research has recognized that financial structure affects a firm’s labor policies
as well as its choice of capital investment projects. Many of these studies have
examined the role that debt can play in moderating wage demands by organized
labor. One of the objectives of this paper was to show that the strategic use of debt
has efficiency, as well as distributional, consequences. This was shown to be the
case when firm-specific human capital investments were important.

We presented two stylized models of wage determination and showed that
debt was used more intensively when bargaining power was the primary cause
of high wages, but that debt was lower if high wages were chosen as a worker
incentive device. More precisely, debt levels and wages both increased in worker
bargaining power. However, for any given degree of worker bargaining power, debt
strictly decreased and wages strictly increased in the importance of worker specific
investments.

Using data from Compustat and a number of other sources, we also examined
the relationship between debt and wages for a sample of firms that varied in the
extent to which their workforce was unionized. In line with the earlier studies,
we found that firms in more unionized industries carried higher levels of debt.
However, holding constant the degree of unionization, we found that high-wage
firms carried less debt, as predicted by our worker incentive model. We concluded
that financial and employment policies were interrelated, even when the primary
concern is not to blunt the bargaining power of organized labor.



104 G. Garvey and N. Gaston

Appendix

A.1. Solutions for the Uniform Distribution Case

First, define D to be debt obligations in excess of expected available cash, D —
(V + A). When both F and G are uniform on the unit interval, G(y) = y and
F(0) = 6 for y, & < 1. It follows that w, = (1 — D)/2; y* = (D + 1)/2; and
6, = (1 — D)?/4. The shareholders’ objective can now be written as:

(1 — D)? 1-D
V—S—i—@u[S—wu]:V—S—i—T S—T

S(1 — D)2 - D)3

=V-5
L 8

(A1)

The first-order condition for D is
S(1—-D) 3(1-D)?
_Sa-D) 30-Dp _
2 8
Equation (A.2) has two solutions, D=1- 45/3 so that w, = 2S[3; and D = 1,
which yields strictly lower profits for § > 0. Also, the optimal D for § > 3/4
is zero. The second-order condition is satisfied since d(A.2)/0D = —S/2 < 0

(evaluated at the optimal D). In the case where the wage is set at stage (i), then
we = § — F(we)/f(we) = §/2.

0 (A2)

A.2. Comparison of w, and w,

We assumed that the workers’ loss of w, is a deadweight loss. Suppose that bond-
holders rescind w, in the event of a default. While Eq. (5.10) continues to char-
acterise the workers’ wage, w, will be lower because debt is higher and w, falls
in D. Hence, if w, exceeds w, for the case where bondholders rescind wages, it
certainly will do so for the case in which w, is a deadweight loss. Specifically, the
pricing of debt is no longer given by Eq. (5.4) but by

"
Do = F(6,) [D(l -Gy + / (V+A+ V)dG(V)]
Y

y*
+ (1 — F(6.)) [D(l -G()) +/ VoSt A+ J/)dG(J/)} (A3)
Y

Substituting Eq. (A.3) into the expression for founder wealth yields

FO)V —w,(1 = Gy + (1 = F@))(V —S)
=V — S+ F(6.)(S — 6,) (A4)
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The only difference from the founder’s point of view is that the costs of debt
are reduced by the factor G(yf)u)u. The first-order condition for D can now be
written as:

((§ = 0u) f(Ou) — F(0,))30,/0D = 0 (A5)

Hence, 6 = § — F(6;)/f(6}) which by Eq. (5.9) also equals w,. Since w, =
0u/(1 — G(y7)), then w;, > we.
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CHAPTER 6

EQUITABLE AND DECENTRALIZED SOLUTIONS
FOR THE ALLOCATION OF INDIVISIBLE OBJECTS

Somdeb Lahiri

Institute of Petroleum Management, Ghandinagar, India

6.1. Introduction

The literature on the allocation of indivisible objects amongst a finite number of
individuals, was modeled by Alkan, Demange, and Gale (1991), with money being
used as an instrument of compensation. Subsequent contributions by Brams and
Kilgour (2001), Brams and Taylor (1999), Brams and Fishburn (2002), Edelman
and Fishburn (2001), Brams, Edelman and Fishburn (2002), Herreiner and Puppe
(2002), consider a similar problem without incorporating money explicitly as an
instrument of compensation. However, if the unit of money is fixed and indivisible
(as it usually is for most practical purposes), then if we assume that the total
amount of money to be distributed is fixed (which is also a reasonable assumption
in reality), each unit of money that is available can be modeled as an indivisible
object. Hence, the subsequent literature differs essentially from the initial work
of Alkan, Demange, and Gale (1991), in that the latter paper models money as
an infinitely divisible good, with preferences of individuals being represented by
quasi-linear utility functions. This is also the framework that has been adopted in
a recent paper by Haake, Raith and Su (2002).

The paper by Herreiner and Puppe (2002), mentioned above, considers the
allocation of indivisible objects, where an agent may receive more than one object.
This apparently is different from the treatment in Brams and Taylor (1999), where
each individual receives at most one object. Herreiner and Puppe (2002), therefore
assume that individual preferences are defined over subsets of objects, and they
consider allocations, where no two individuals share an object. However, given
that preferences are defined over subsets of objects which are then distributed

109
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among the individuals, the formal structure of the two models is not significantly
different, except that the model with set allocation as proposed by Herreiner and
Puppe (2002), would require some allocations (: in the sense of Brams and Taylor,
1999), to be a priori infeasible. For instance, since no allocation can contain two
intersecting sets, feasibility would require allocations to be partitions of the set
of objects and thus rule out these combinations from the power set of the set of
alternatives, which contain two intersecting elements (i.e., subsets of the set of
alternatives). Thus, the model of Herreiner and Puppe (2002) can be alternatively
interpreted and generalized to a model, where at most one object is allocated to each
individual, with no two individuals sharing one or more objects, and possibly some
allocations being defined infeasible. When all allocations, where no two individuals
share an object are feasible, we are once again back in the framework of Brams
and Taylor (1999). In the existing literature, such problems are known as house-
allocation problems. Moulin (1995) has documented an extensive discussion of
the house-allocation problem, where the objects to be distributed are houses. Our
formulation is very similar to the model proposed by Quint (1997) for a housing
market.

Modeled this way, the procedure defined in Herreiner and Puppe (2002), called
the descending demand procedure (DDP), selects feasible allocations which are
Pareto efficient, and satisfy the property that the worst-off individuals are not
ranked lower than the worst-off individuals at any other Pareto efficient allocation.
This renders the solution both efficient and egalitarian. Such solutions are called
balanced allocations. However, as discussed by Herreiner and Puppe (2002), not
all balanced solutions can be obtained as an outcome of the DDP, in the general
case. We propose a weaker sufficient condition than the one suggested by Herreiner
and Puppe (2002) for a balanced solution to be an outcome of the DDP, for some
ordering of the individuals.

A related model due to Shapley and Scarf (1974) called the housing market,
considers a private ownership economy, where each individual owns exactly one
object and what is sought is the existence of an allocation in the core of the
economy. Roth and Postelwaite (1977) used Gale’s Top Trading Cycle Algorithm
to show that if preferences are strict, then there exists a unique competitive equi-
librium allocation, which is also the unique core allocation, for such economies.
An allocation in the core is the one that guarantees stability and hence conforms to
the requirements of decentralized allocation of objects. Sonmez (1996, 1999) and
Quint (1997) formulated more general matching problems of which the Shapley
and Scarf economy was a special case. Moulin (1995) considers a generalization,
where instead of one type of object being available for transaction in the market,
there are two types of objects available in the market. Assuming separable pref-
erences over the two types of objects for the agents, the main problem identified
by Moulin (1995) was about the non-emptiness of the core, and the same treatise
provides answers to this question for several different cases. However, as argued
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earlier, given the fact that preferences are defined over subsets of objects or pairs
of objects, which are then distributed among the individuals, the generalization
studied by Moulin (1995) can in principle be generalized to a model where objects
of a single type are traded, allowing for the possibility that some allocations (: in
the sense of Shapley and Scarf, 1974) may be a priori infeasible. This is precisely
the model studied by Quint (1997). For instance, the model with two types of
objects would require each agent being represented by two distinct copies, each
owning a different kind of object. A feasible allocation would now have to restrict
re-allocations among agents owning the same type of object, in the replicated
economy. Thus, the model of Moulin (1995) can in principle be alternatively inter-
preted and generalized to a model, where at most one object is allocated to each
individual, with no two individuals sharing one or more objects, and possibly some
allocations being defined infeasible. When all allocations, where no two individuals
share an object are feasible, we are once again back in the earlier framework of
Shapley and Scarf (1974). However, there is no guarantee that such an allocation is
egalitarian.

We show in this paper, that it is possible for an allocation in a housing market
to be balanced without belonging to the core and for an allocation to belong to
the core in spite of not being balanced. This perhaps reveals a conflict between
the two objectives of equity and decentralization, that is inherent in such models.
The reason why such a conflict between the objectives of equity and decentral-
ization in such models is worth noting, is because in the related quasi-linear model
with money being used as an instrument of compensation, the notion of fair allo-
cations as defined in Alkan, Demange and Gale (1991) is really no different from
the notion of competitive equilibrium as defined by Quinzii (1984). Fairness is a
concept which is meant to convey the notion of equity, whilst competitive equi-
librium is probably the most significant solution for the decentralized allocation
of resources. Further, there is another reason why this conflict between equity
and decentralization observed in the allocation of indivisible objects, though not
entirely surprising, may yet merit emphasizing. In the traditional Arrow—Debreu
economy, where the concepts of decentralization (: as for instance, competitive
equilibrium or an allocation in the core) are justifiably independent of concepts
of egalitarianism, the preference structure of the agents exhibit the property that
“more is preferred to less”. It is this characteristic of the preference structure of the
agents, which is either directly, or indirectly exploited to dissociate between decen-
tralized allocations attainable via the market mechanism, and allocations, which
are supposed to be egalitarian. At the level of generality where our analysis of the
housing market is carried out, there is no such hypothesis built into the preference
structure of the agents. In fact, the preference structures we consider are similar to
the kind of preference structure that is used in the classical theory of mathematical
politics pioneered by Arrow. Thus, the notion of the core in our model of a housing
market, bears a closer resemblance to the notion of political stability that political
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theory would associate with democracy (: for instance, when executive portfolios
are assigned to, or reshuffled between cabinet ministers) than to the notion of eco-
nomic stability, which the concept of the competitive market mechanism is sup-
posed to convey. It is being only gradually realized now, that “democracy” and
“equity” do not necessarily go hand in hand. Thus, the conflict between decentral-
ization and equity that we observe in the housing market, whilst not completely
unrecognized in the real world, is hardly a redundant observation to make at this
juncture.

This, it is hoped, would provide further insight about the issues concerning
decentralization and equity in an economy comprising indivisible objects.

6.2. The Model

Consider a non-empty finite set N = {1, ..., n} of individuals indexed by i € N,
and a non-empty finite set of objects S. Let “s” denote the cardinality of S. Each
individual “7” has preferences over SU{i}, represented by a bijection rk; : SU{i} —
{1,2,...,5 4 1}, such that for all a, b € S U {i} with a # b : rki(a) > rk;(b) if
and only if individual prefers alternative “a” to alternative “b”. The function
rk; is called the ranking function for individual “i” and for a € S U {i}, rk;(a)

9

is called the rank assigned to alternative “a” by individual “i”. Thus, for x € S:
() rki(x) > rk;(i) means that x is a desirable object for individual “7”’; and (ii)
rk;(i) > rk;(x), means that x is an undesirable object for individual “7”.

An allocation is a function A: N — S U N, such that (i) for alli € N,
A(i) € SU{i}; and (ii) for all i, j € N, with i £ j, A(i) # A()).

The interpretation of A(i) = i, where i € N is that, individual
assigned any object, under the allocation A.

Given an allocation A, let r(A) = max{rk;(A(i))/i € N}.

An allocation A is said to be Pareto superior to an allocation B, if for alli € N,
rki (A(i)) > rk;(B(i)), with strict inequality for at least one i € N.

Let A denote the set of all allocations. Any non-empty subset F of A, is called
a feasible set (of allocations).

Given any non-empty subset X of A, an allocation A in X is said to be Pareto
efficient in X if there does not exist any other allocation B in X, which is Pareto
superior to A. The set of all Pareto efficient allocations in X is denoted Par (X).

Let F be a feasible set. A Pareto efficient allocation A in F is said to be balanced
in F, if there does not exist any other Pareto efficient allocation B in F, with
r(B) < r(A). The set of all balanced allocations in F' is denoted Bal(F').

Let 7: N — N be a one to one function. The (s + 1) x n matrix P", whose
(i, j)th element PZ,T ; is the alternative ranked “i” by individual 7 1( J), is called the
preference matrix with respect to the ordering 7 (of the individuals). When 7 is
the identity function on N, then instead of P* we write P.

[T}
l

Tt}
1

has not been
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6.2.1. The Descending Demand Procedure (DDP)

Let F be a feasible set of allocations. Let w be a one to one function from N
into N. Without loss of generality, we may assume that 7 is the identity function
on N. Let P" denote the rth row of P. If P! € F, then the procedure stops, and
P! is the solution. Suppose P! ¢ F.Forr > 2,let P,; 1= {A € F/Aj = Py,
A € {Pig,..., Py} fork < jand Ay € {P1k,..., P—1} for k > j}. Let
k = min{r/P,; 1% ¢, for some j € N} and let i = min{j/ P ; 1# ¢}. Any
allocation A in Par (P ; 1) is a said to be a solution of the DDP, for the given
permutation . Since F' # ¢, the procedure must terminate at some element.

Essentially, the DDP requires that we move from left to right along the pref-
erence matrix, starting with the first row, going down one row at a time, and stop as
soon as we obtain a feasible allocation, from among the alternatives that we have
already traversed. Then, from among all such feasible alternatives, we choose one,
which is not Pareto dominated by any other feasible alternative of the same type.

The proof of Propositions 1 and 2 are identical to that of similar ones in
Herreiner and Puppe (2002).

Proposition 6.1. Any solution of the DDP for a given permutation 1 is an element
of Bal(F). Thus, Bal(F) # ¢.

Proposition 6.2. Let N = {1, 2}. Then any element of Bal(F) can be obtained as
a solution of the DDP for some permutation 1.

Note: For N = {1, 2}, Bal(F) consists of at most two allocations.
However, if F' CC A, then for n > 3, the above proposition does not hold.

Example 6.1. N = {1,2,3), S ={a, b, ¢, d, e, f g, h}.Let F = {(a, c, h),
b, c, g),(c, a, h)}.

The preferences of the individuals are summarized in the following preference
matrix P =acee

b d f

c a g
d ¢ h
e b a
S r b
§ 8§ ¢
h h d

1 2 3

Now, Bal(F') = F.However, (a, ¢, h) can never be a solution of the DDP. For,
suppose, 7 is a permutation on N, such that 7(2) < 7(3). Then the outcome of the
DDPis (b, ¢, g).On the other hand, if #(3) < 7(2), then the outcome is (¢, a, h).
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However, Bal(A) = {(a, e, f), (a, d, e)}. Further, if F = A, then for any
permutation 7, with 7(3) = 1, (a, e, f) is the solution of the DDP and for any
permutation 7, with 7(2) = 1, (a, d, e) is the solution of the DDP.

Given A € A, let Jo = {j € N/rkj(A(j)) = r(A)}. Given A € Bal(F), let
Q*(A, F) = {B e Bal(F)/Jp C Ja}.

Proposition 6.3. Let A € Bal(F). Then A is a solution of the DDP if
MNpeawa.p B # g6

Proof. Let A € Bal(F) and suppose mBEQ*(A,F) Jp # ¢. Let m €
(MNpeasa.r JB- Without loss of generality, suppose that A = {1,...,m + p}
for some positive integer “m” and some non-negative integer p and for some
B € Q*(A,F), B = {1,...,m}. Let m be the permutation on N, such that
(D) () = it j < ms (D) wm) = m— p; (i) 2(j) = j,if j < m3 (V) 7(j) = j—1,
if je {m+1,...,m+ p} (: provided the set is non-empty). Then the DDP of &
terminates, only when it reaches the element in row r(A) and column m + p of P”.
Thus, the DDP terminates only when it has traversed all the columns corresponding
to J4 inrow r(A) of P™. Thus, A is a solution of the DDP for 7. O

In the example cited earlier, the condition stated in Proposition 6.3 is violated
for A.

6.2.2. The Housing Market

To define a housing market, we consider a non-empty finite set N = {1, ..., n}
of individuals indexed by i € N, and a non-empty finite set of “n” objects which
for convenience is also denoted by N. Each individual “i” has preferences over
N, represented by a bijection rk;: N — {1,2,...,n}, such that for all j,k € N
with j # k: rk;(j) > rk;(k) if and only if individual “i” prefers alternative “;” to
alternative “k”. The function rk; is called the ranking function for individual i and
for j € N, rk;(j) is called the rank assigned to alternative “;” by individual “7”. An
ownership function is a bijection e: N — N. Without loss of generality, we assume
that e(i) = i for all i € N, i.e., individual “/” initially owns object (or house) “i”.

An allocation is a function A: N — N, such that (i) forall i, j € N, withi # j,
A@) # A()); (i) foralli € N: rk;(A(i)) > rk;(i).

Given an allocation A, let r(A) = max{rk; (A(i))/i € N}.

An allocation A is said to be Pareto superior to an allocation B, if foralli € N,
rki(A(®@)) > rk;(B(i)), with strict inequality for at least one i € N.

Let A denote the set of all allocations. Any non-empty subset F' of A, is called
a feasible set (of allocations). An ordered triple E = (N, F, (rk;)icn) is called a
housing market.
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Given a housing market E = (N, F, (rk;)ieny)andan A € F,letTI(A) = {S €
[N1/{A@i)/i € S}} = S}. Clearly, N € TI(A) forall A € F}. Let TI°(A) = {S €
[T(A)/[T € TI(A), T C S]implies [T = S]}.

Special cases of the housing market are the room-mate problems of Gale and
Shapley (1962), where F = {A € A/[S € n°cA)] implies [#S € {1, 3}]} and a
variant of the marriage problem of Gale and Shapley (1962), where F = {A €
A/[S € TI°(A)] implies [#S € {1, 2}]}.

Given a housing market E and any non-empty subset X of A, an allocation A
in X is said to be Pareto efficient in X if there does not exist any other allocation
B in X, which is Pareto superior to A. The set of all Pareto efficient allocations in
X is denoted Par (X). A Pareto efficient allocation A in F is said to be balanced
in F, if there does not exist any other Pareto efficient allocation B in F, with
r(B) < r(A). The set of all balanced allocations for a housing market E is denoted
Bal(E).

An allocation A is said to be Pareto superior to an allocation B, if for alli € N,
rki(A(i)) > rk;(B(i)), with strict inequality for at least one i € N.

Given a housing market E, an allocation A is said to be blocked by a coalition
T C N, if there exists an allocation B € F: (i) {B(i)/i € T} = T; (ii) rk;(B(i)) >
rki (A(i)) for alli € T. An allocation A € F is said to belong to the core of a
housing market, if it is not blocked by any coalition. Let Core(E) denote the set of
all allocations in the core of the housing market E.

Proposition 6.4. There exists a housing market in which a balanced allocation
does not belong to the core and a core allocation that is not balanced.

Proof. The example we provide consists of three agents and three objects. Thus,
n = 3. Let F = A. We will denote by > the fact that an agent prefers one object
to another.

The following are the preferences of the agents:

Agentl: 2>3>1
Agent2: 3>1>2
Agent3: 2 >3 >1

Consider the allocation A defined thus:

A(l) =2, A2) = 1, A(3) = 3. A does not belong to the core, since agent
“2” prefers 3 over A(2) and agent “3” prefers 2 over A(3) and can thus block A.
However, allocation A is balanced. The only allocation that belongs to the core is
the allocation, where individual 1 gets “1”, individual two gets “3” and individual
three gets “2”. This allocation is, however, not balanced. O

A price rule is a function p: N — NR,.
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Given a housing market E, a pair (p, A) where p is a price rule and A is an
allocation is said to be a competitive equilibrium for E, if:

(i) AeF;
(i) foralli, j € N:rk;(A(j)) > rk;(A(i)) implies p(A(j)) > p@i) > p(A(D)).

If (p, A) is a competitive equilibrium for E, then A is called a competitive equi-
librium allocation.

Note that if (p, A) is a competitive equilibrium, then p(A(i)) = p(i) for all
i € N.To see this, leti € N. If A(i) = i, then there is nothing to prove. Hence
suppose, that A(i) # i. Clearly, there exists a smallest positive integer k > 1,
such that AX()) = i, where A'(i)) = A(i), A2()) = A(A(i)), and in general
Al = AA"M1()) for any positive integer 4 > 1. Since (p, A) is a compet-
itive equilibrium, the following string of inequalities hold: p(i) > p(A(@F)) >
p(A%(i)) = -+ = p(A*~1(i)) = p(A*(i)) = p(i). Thus, p(i) = p(A(i)).

Let C(E) denote the set of all competitive equilibrium allocations, for the
housing market E. Clearly, C((N, F, (rk;)ien)) C C((N, X, (rki)ien)). Roth and
Postelwaite (1977) show that C({N, X, (rk;);en)) is a singleton. Thus, if for some
feasible set F, C({N, F, (rk;)ien)) is non-empty, then C({N, F, (rk;)icn)) must
also be a singleton. Further, C({N, F, (rk;)icn)) can be non-empty if and only if
the unique element of C({N, X, (rk;)icn)) belongs to F.

Thus, C(N, F, (rkj)ien)) is non-empty if and only if C{N, F,
(rki)ien)) = C(N, X, (rkj)ien)) ( or equivalently the unique element of
C((N, X, (rkj)ien)) belongs to F.)

A feasible allocation A is said to be weakly blocked by a coalition T C N, if
there exists another feasible allocation B (different from A), such that {B(i)/i €
T} = T, rki(B(i)) > rk;(A(i)) for all i € T with strict inequality for at least one
i € T. A feasible allocation is said to belong to the strict core, if it is not weakly
blocked by any coalition. The set of all strict core allocations for a housing market
E, is denoted SCore(E). Clearly, the strict core is included in the core.

Theorem 6.1. Let (p, A) be a competitive equilibrium for some housing market E.
Then A belongs to the SCore(E).

Proof. Towards a contradiction, suppose (p, A) is a competitive equilibrium for
some housing market £ and yet A does not belong to the strict core. Clearly,
p(i) = p(A(@i)) for all i € N. Then, there exists a coalition S C N and a feasible
allocation B (different from A), such that {B(i)/i € S} = S rk;(B(@{)) > rk;(A(i))
foralli € S, with strictinequality foratleastonei € S.LetT = {i € S/rk;(B()) >
rk;(A(7)). Since S weakly blocks A via B, it must be the case that T # ¢. Further,
since the ranking function of each agent is a one to one, it must be the case that
B(i) = A(i) foralli € S\T.Since (p, A)isacompetitive equilibrium, this implies
that p(B(i)) > p(i) foralli € T and p(B(i)) = p(A(i)) = p(@i) foralli € S\T.
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Thus, Y ;e p(i)) = Y ;cq P(B()) > Y ;g p(i), since {B(i)/i € S} = S, which is
not possible. Thus, A must belong to the strict core. ]

Corollary of Theorem 6.1. Let (p, A) be a competitive equilibrium for some
housing market E. Then, A belongs to the Core(E).

Example 6.2. Let N = {1, 2} and suppose rk1(2) > rki(1), rka(1) > rka(2).
Let F = {(1,2)}. Then, there is no competitive equilibrium in this economy.
Suppose (1, 2) is a competitive equilibrium allocation. If p(1) > p(2), then agent
1 prefers object “2” to object “1” and further object “2” is affordable to agent
“1”. This contradicts that (1, 2) is a competitive equilibrium. On the other hand, if
p(2) > p(1), then agent 2 prefers object “1” to object “2” and further object “1”
is affordable to agent “2”. This contradicts that (1, 2) is a competitive equilibrium
allocation. However, the core is clearly non-empty.

Example 6.3. Let N = {1, 2} and suppose rk1(2) > rk1(1), rka(1) > rk2(2). Let
(2, 1) € F. Since by Theorem 6.1, a competitive equilibrium allocation belongs to
the core, (1,2) cannot be a competitive equilibrium allocation. However, (p, A)
is a competitive equilibrium, with p(1) = p(2) = 1, A(1) = 2, A(2) = 1. Since
p(A@)) = p(i) = 1foralli € N, by Example 6.2, (2, 1) belongs to the strict core,
which it indeed does.

Example 64. Let N = {1,2,3,4} and F = {(4,2,3,1), (1, 3,2,4)}. Suppose
the preferences of the agents are as follows:

Agentl: 2>4>1>3
Agent2: 3>1>2>4
Agent3: 4>2>3>1
Agent4: 1 >3>4>2

(T3} [Tt}

where, i > j indicates that the concerned agent prefers “i” to *“;”.

Here (4, 2, 3, 1) is blocked by {2, 3} via (1, 3,2, 4) and (1, 3, 2, 4) is blocked
by {1, 4} via (4, 3,2, 1). Hence the core is empty.
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CHAPTER 7

PLANNING, COMPETITION, AND COOPERATION: THE
SCOPE FOR NEGOTIATED SETTLEMENTS

Stephen Littlechild
University of Cambridge and University of Birmingham, England

7.1. Introduction

In this article, I want to explore how these inter-related themes have characterized —
or could characterize — regulatory approaches to the utilities sector. Hitherto, the
main choice has been between planning and competition. I want to suggest that a
particular cooperative approach, known as negotiated settlements, has an important
contribution to make.

7.2. Planning and Competition

During the 1960s and 1970s, public policy towards the UK utilities sector —
the nationalized industries — was based on marginal cost pricing and associated
investment programs. Several White Papers championed this. The energy sector
was perhaps in the forefront. Economists at Electricité de France had shown the
way (Nelson, 1964). The National Board for Prices and Incomes explored and
encouraged the implications of optimal pricing and investment for other nation-
alized industries (Turvey, 1968; 1971). Some of us devoted considerable effort to
the construction of an integrated model of the whole UK energy sector (Littlechild
et al., 1982). It would focus on decision-making and optimization rather than
forecasting and simulation.

Yet limitations became apparent. The industries themselves never fully wel-
comed or adopted the majority of these ideas. Planning models did not always
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identify the most relevant options. (Our 50-year energy model, based on all the
technologies under consideration by the energy industries themselves, failed to
identify combined cycle gas turbines, which now account for over one third of the
British electricity capacity and output.) There was an increasing doubt whether
nationalized industries had sufficient incentives to efficient investment and oper-
ation. Nor were they particularly innovative or responsive to change.

During the 1980s and 1990s, privatization and competition provided the needed
impetus to efficiency and innovation. Nationalized monopolies were typically
restructured to provide conditions more conducive to competition. For example,
whereas the Central Electricity Generating Board was previously responsible for
almost 100% of generation in England and Wales, now there are over 12 gener-
ating companies, none of them accounting for more than one fifth of the market.
Where competition was not yet feasible, or unlikely to be so, incentive price cap
regulation — the so-called RPI-X regulation — was put in place.

The impact has been very considerable. Efficiency has increased more than
anyone could have imagined. A greater electricity output is now provided with less
than one third of the previous workforce. Investment and quality of service have
increased too. There has been innovation in technology, products, and services. A
similar record has been achieved by the other privatized utility sectors (National
Audit Office, 2001-2002).

7.3. Limitations of Present Regulation

Competition is now extensive in the utility sector, but there remain areas of
monopoly. Generation and retail supply, which are competitive, account for nearly
three quarters of the average electricity bill, but the transmission and distribution
networks, which are not competitive, account for nearly one quarter of the total
cost. Similar proportions apply in gas. In some sectors, like water, there is rela-
tively little competition as yet. Even in the competitive telecommunications sector,
smaller competitors are often dependent on British Telecom for access to “the last
mile.”

Some form of price control remains in all the privatized utility sectors. In some
respects, regulation has increased, with bigger staffs and budgets. Yet, regulation
is subject to similar limitations as national planning. Hitherto, these limitations
have been outweighed by the scope for cost cutting, efficiency improvement, and
resultant price cutting. However, as the “surplus fat” is removed, it will be increas-
ingly necessary to give careful thought to what form regulation should take, and
how to overcome its intrinsic limitations.

My own experience in setting price controls suggests several difficulties for a
regulator. How to know what levels of quality of service, and what quality/price
tradeoffs, the customers would prefer? In consequence, it is difficult to identify



Planning, Competition, and Cooperation 121

the most appropriate investment programs and their timing. Insofar as regulators
make the key decisions, the outcomes reflect their preferences rather than those of
the customers.

This sets up a different dynamic in the industry. Utilities look to serve regulators
rather than seek to discover and meet the wishes of customers. Interest groups
are encouraged to lobby the regulator for subsidized favors rather than to discuss
with companies the services they judge worth paying for. Company—customer
relationships suffer.

Moreover, regulation means “one size fits all.” It is too difficult to identify,
explore, and justify different treatments for different companies and customers.
Consequently, there is less variety, less innovation, and less scope for learning from
experience.

These problems are not specific to the UK energy sector. They are common
to all regulated sectors, and indeed to all countries. They suggest the need to
find an alternative or complementary method of regulation that provides a greater
role for market participants, and a less intrusive role for the regulatory body,
even in parts of these sectors that are characterized by monopoly rather than
competition.

7.4. Negotiated Settlements

Alternative approaches are indeed available. In some countries, market participants,
customers, and utility companies negotiate mutually beneficial settlements of issues
that are determined by a regulatory body in the UK and elsewhere (Doucet and
Littlechild, 2006). Regulation remains as a standby in case negotiation fails, and
thereby provides protection against monopoly power. But regulation facilitates the
market process; it does not replace it.

The US Federal Power Commission in the 1960s used negotiated settlements
to cope with an enormous backlog. The Federal Energy Regulatory Commission
(FERC) still uses them. From 1994 to 2000, 39 out of 41 gas pipeline rate cases
were settled by negotiation between the companies and their customers. The parties
got a better outcome than they would have done with regulation. Most settlements
embodied innovative rate moratorium provisions that FERC could approve but
could not impose (Wang, 2004).

Florida Public Services Commission has encouraged settlements with tele-
phone and electric utilities. Typically, these involve the Public Counsel on behalf
of customers plus numerous other parties. In the last quarter of this century, such
settlements were used in 31% of earnings reviews and accounted for three quarters
of utility rate reductions — worth nearly $4 billion in the electricity sector alone
(Littlechild, 2003; 2006; 2007). The utilities benefited from the introduction of
incentive regulation and customers got lower prices sooner.
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7.5. Experience in Canada

Until the mid-1990s, almost all the major Canadian oil and gas pipelines had to
endure repeated regulatory hearings, often annually. These were often lengthy,
sometimes lasting 40 days or more. Since 1997, however, almost all the major
pipelines have settled all their rate cases with their users (producers, shippers, major
industrial consumers, and local distribution companies) (Doucet and Littlechild,
2006). The only exception, for only four years, was one pipeline that was in dispute
with the National Energy Board itself.

These Canadian settlements have introduced many features going beyond pre-
vious regulations. These include, for example, multi-year incentive arrangements
that have increased efficiency and benefited companies and users; innovative pro-
visions to improve quality of service; agreed terms for pipeline expansions; agree-
ments on the provision of information and arrangements for monitoring; and agreed
remedial actions in a few instances where performance has been inadequate. In
short, negotiated settlements have done all that regulation does, and more. But
they have done it by agreement, and by focusing on the issues and outcomes that
the parties themselves find most important. Some pipelines are now on their third
five-year settlement.

This change of approach required no new statute in Canada. There were two key
factors. First, the Board encouraged settlements and set out guidelines. It refrained
from “cherrypicking” only those aspects of settlements that it liked. It explained
that if the negotiating process was sound — if all the interested parties were able to
participate in negotiations and if there was a broad agreement — the Board would
consider that the public interest had been satisfied.

Second, the Board established a method for determining the generic cost of
capital that would apply to each pipeline in the event of litigation. Each year it
announces this value. This removes a major area of dispute and enables participants
to focus on what added value can be offered to warrant a higher return. Settlements
either incorporate the generic cost of capital or agree alternative provisions.

7.6. Application in the UK and Elsewhere

This approach could be applied in other countries also. In the UK, for example, it
would require no change of law, simply encouragement by the regulatory body. The
Civil Aviation Authority (CAA) has, in fact, instituted a process called “constructive
engagement” between airports and airlines, which is developing well at Heathrow
and Gatwick. Similarly, users’ representatives could negotiate with electricity, gas,
water, and telephone companies, to establish the expansions and allowed revenues
for the monopoly networks.
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Who would these representatives be? Major users often represent themselves,
and there are established representative groups for smaller industrial and com-
mercial users. Independent consumer organizations including energywatch and the
Water Consumer Counsel already represent domestic consumers before the regu-
latory bodies.

The regulatory bodies could ensure that such representative groups have ade-
quate information and resources. A regulatory cost of capital formula would provide
a counterweight to the market power of the utilities. Would the user groups par-
ticipate? International experience is that they do. If not, the case would go to the
regulator as at present.

The processes would be similar to present regulation but less confrontational,
with more emphasis on trying to find a common ground. The outcomes might
be similar in some respects but more varied, more innovative, and more attuned
to the actual needs of customers and companies. Smaller parties need not suffer
from this process since all those with a legitimate interest could participate in the
negotiations and could appeal to the regulator if unsatisfied.

Would utility regulation still be needed? Yes, but it would facilitate the market
process rather than replace it. Negotiated settlements could thus enable further
deregulation that has so far eluded regulators and governments alike. It would
also add an important element of cooperation to the present mix of planning and
competition.
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8.1. Introduction

Bank-based financial system of corporate financing and governance is regarded as
one of the best suited alternatives for the Asian economies. This is due to the absence
of strong financial market and regulatory bodies to supply funds and support their
corporate firms in times of financial distress. Accordingly, the American model of
corporate governance, where banks are prohibited by legislation to exercise close
monitoring on client firm’s decisions, is difficult to replicate in Asian economies.
Among the Asian economies, Japan is the role model for bank-based corporate
governance system. The corporate governance, which the Japanese banks exercise
by establishing a long-term relationship with the corporate firms, attracted lot of
attention and became an area of great interest for the Asian economies. On this back-
ground, this paper discusses relationship banking: concept, merits, and demerits;
contemporary status of relationship banking in Japan and Bangladesh, and also its
effect on the performance and profitability of the corporate borrowers in both the
countries.

8.2. Relationship Banking

8.2.1. Definition

The term relationship banking is still vague and not clearly defined in various
literatures. Berger (1999) defined the existence of relationship banking where the
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following three conditions are met:

1. the intermediary gathers information beyond readily available public
information;

2. information gathering takes place over time through multiple interactions with
the borrower, often through the provision of multiple financial services and

3. the information remains confidential.

Boot (2000) also defined relationship banking somewhat in the same direction,
as the provision of financial services by a financial intermediary that invests in
obtaining customer-specific information, often proprietary in nature; and evaluates
the profitability of theses investments through interactions with the same customer
over time and/or across products.

The relationship banking esteemed from the Japanese main bank system is
often defined as the relationship of the bank having the largest loan share with the
firm is not true as largest loan share often changes in times of sudden long-term
borrowing from long-term credit or trust banks (Hirota and Horiuchi, 2001).

Thus, from the above discussion, the term relationship banking can be defined
as a long-term relationship between the financial intermediary and the corporate
firm developed by repeated interactions transpired from diversified transactions,
accumulation of specific information, and major loan concentration. This over-
lapping aspects which give birth to relationship banking are described by the
Venn Diagram shown in Fig. 8.1.

Relationship
Banking

Duration of
the
Relationship

Customer
Information

Scope of the
Interactions

Multiple-banking
Relationship

Fig. 8.1. Concept of relationship banking.
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8.2.2. Merits and Demerits of Relationship Banking

There are various merits and demerits of relationship banking. These are summa-
rized in Table 8.1 with reference to the relevant literatures.

8.3. Contemporary Status of Banking Sector
and Relationship Banking in Japan

8.3.1. Present State of Banking Sector in Japan

Japanese firms depend more on debt than on issuing stocks. Banks play the most
dominant role in the financial markets of Japan (see Fig. 8.2 showing the category
and number of financial institutions operating in Japan). The share of banks is
approximately 60% in both raising and lending of funds among all the financial
institutions (see Fig. 8.3). This indicates the active role of banking sector in financial
markets. Even after financial liberalizations and burst of the bubble economy in
1991, this dominance of the banking system is still prevalent. Table 8.2 summarizes
the various measures taken to reform and stabilize the banking sector throughout
the last 10 years.

8.3.2. Relationship Banking in Japan

In Japan, where the size of the banking sector to GNP is the largest, we can find
the most typical and conventional nature of relationship banking. This typical
kind of relationship is also interchangeably referred to as main-bank relationship.
According to Aoki, Patrick and Sheard (1995), there are five main aspects of rela-
tionship banking in Japan, such as, bank loans; bond-issue related services; share-
holding; payment settlement account and supply of management and information
resources.

As shown in Fig. 8.4, financing aspects refer to bank loans and bond-issue
related services, of which bank loan has been traditionally the key one, while set-
tlement accounts, stockholding, and supply of management resources are the mon-
itoring and governance aspects of the relationship. In Japan, this second dimension
of the bank-firm relationship is ensured by the activities that are discussed
below.

8.3.2.1. Stockholding of firms

In Japan, banks maintain a substantial stockholding in the firms to which they act
as the main bank. According to the The Japanese Anti-Monopoly Law, banks can
hold up to 5% of a firm’s stock (prior to 1987 up to 10%) on their own account.
But in 2001, the Financial Council report suggested a proposal to restrict the total
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Table 8.1. Merits and demerits of relationship banking.

Merits
Overcoming
asymmetry of
information

Flexibility of
contract

Detailed
covenants

Accommodation
and monitoring of
collateral

Lending at lower
profit

Demerits
Lower investment
efficiency

Hold up problem

Avoid risky
investment

Due to relationship banking, a borrowing firm might
disclose specific information to its bank which would never
been disclosed to the financial markets (Bhattacharya and
Chiesa, 1995). The firm would be willing to do so as the
bank is the financier and needs to worry about information
leakage to competitors (Boot, 2000).

Relationship banking provides less rigid nature of
relationship compared to capital market funding, as
rearrangement of the contract can be done easily and can
improve welfare (Boot, Greenbum and Thakor, 1993).

Inclusion of covenants in relationship lending might provide
a chance for better control of potential conflicts of interest
and reduce agency costs (Boot, 2000). As lending contracts
are easy to renegotiate compared to other bond issues or
public capital market funding instruments, strict and detailed
covenants can be included (Berlin and Mester, 1992).

Bank lending contract can include collateral which is proved
to be effective in mitigating moral hazard and adverse
selection problems in loan contracting (Chan and Thakor,
1987). Monitoring of collateral is possible with closeness and
proprietary information obtained from relationship banking.

Relationship banking allows the bank to provide loans
which are not profitable in the short-term, as it can
compensate the former with higher rents from the borrower
in the long-term. This is known as intertemporal transfers in
loan pricing (Berlin and Mester, 1992; Boot, 2000).

Relationship banking might lower investment efficiency due
to soft-budget constraints (Bolton and Scharfstein, 1996).
This is due to the flexibility in loan negotiations that would
provide less incentive in making efficient investment of
borrowed funds.

In relationship banking, the bank might charge higher
lending rate as it has information monopoly and the
borrower cannot turn to other lenders (Nam, 2004).

Firms having relationship banking might take too few risky
investments as the bank will discourage projects with high
risk and high return (Nam, 2004).
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Fig. 8.2. Flow chart showing financial institutions operating in Japan as of 2001.
Source: Compiled from Bank of Japan, 2005 and Japanese Bankers Association, 2005.

shareholding by banks exceeding their own capital from 2004 as soon as possible.
The main bank usually is in the top five shareholders of the client firm and is
normally the top shareholder among banks. This enables the main bank to protect
a customer firm from hostile take-over.
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Table 8.2. Measures taken to stabilize the banking sector after the burst of bubble
economy.

1.

Dealing with bad loans

a) Classification and disclosure of bad loans
To tackle bad loans, the banking law instructed that banks classify
their assets into four categories and disclose:

I. Loans to borrowers in legal bankruptcy;

II. Past due loans in arrears by 6 months or more;
III. Past due loans in arrears by 3 months or more; and
IV. Restructured loans.

b) Writing-off of bad loans from balance sheets
The emergency economic package revealed on April 2001,
instructed writing-off of bad loans from the bank’s balance sheet within
2 years for existing bad loans.

. Limitation on bank shareholdings

According to the Japanese Anti-Monopoly Law, banks can hold up to 5% of a
firm’s stock (prior to 1987 up to 10%) on their own account. In 2001, the
Financial Council report suggested a proposal to restrict the total shareholding
by banks exceeding their own capital from 2004.

. Establishing the banks shareholdings purchase cooperation

Bank’s Shareholding Purchase Corporation was established in January 30,
2002 to absorb the excess supply of shares due to the implementation of
limited shareholding law.

. Removal of full deposit insurance

The full deposit protection provided under the Deposit Insurance Law of 1996
was revised in April 2002. Accordingly, deposit insurance will protect deposits
up to 10 million yen plus interest per depositor.

Source: Stabilizing the financial system, Japanese Bankers Association, 2005.

8.3.2.2. Supply of management resources

In Japan, banks often send their managers as directors or auditors to the board of
client firms. In 1992, about one quarter (24.4%) of the 40,045 directors of listed
Japanese firms were from outside the firm (Aoki, Patrick and Sheard, 1995). Of
these, about one fifth (21.7%, or just over 5% of all directors) were from banks.
The shifts of managers from the main bank to its customer firms promote close
management relationship and enable the transfer of management know-how. On
the other hand, banks can also prevent the board of directors of the firm from
making an illegal or seriously unjust decision.
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Fig. 8.5. Loan syndication procedure under Japanese banking system.

8.3.2.3. Loan syndication

Another unique nature of bank—firm relationship in Japan is the reciprocal dele-
gated monitoring in the form of loan syndication. For example, banks A, B, and
C lends to firms X, Y, and Z. Then, A will serve as main bank to X, B as the main
bank to Y, and C to Z (see Fig. 8.5). The main bank is expected to play the leading
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role in case of corporate distress and organizes financial rescue, restructuring and
bear a disproportionate share of the costs of financial assistance in terms of interest
exemptions or deferrals, loan rescheduling, loan losses and new funds supply rel-
ative to the syndicate as a whole (Aoki, Patrick and Sheard, 1995). In Japan, all
these above corporate monitoring and governance have been made possible by
the main bank because it is the stockholder, management representatives, and also
major settler of payment accounts for borrowing firms.

8.4. Literature Review on the Effect of Relationship
Banking in Japan

Now, let us examine the effect of relationship banking practices in Japan by gath-
ering examples from various theoretical and empirical literatures.

8.4.1. Availability of Credit

The first question regarding the impact of relationship banking is whether it made
it easy for the firms in accessing to credit. Many studies concluded that Japanese
firms with relationship bank enjoy easier access to credit and did not fall into
liquidity constraints (Fukuda and Hirota, 1996; Mori, 1994). Also, there are studies
drawing opposite conclusions too. For example, Hayashi (2000) finds no evidence
that relationship banking esteemed from main banking did not help the firm in
meeting liquidity crisis.

8.4.2. Rescuing in Financial Distress

It is widely argued that relationship banking is very much effective in rescuing
firms in times of financial distress. Based on the information obtained as result of
relationship banking, banks tend to respond quickly to the distress by mitigating
liquidity shortfalls, debt restructuring, and operational restructuring of borrower
firms (Nam, 2004). Japanese firms with a strong main bank relationship seem to
have better protection than those without such relationship (Hoshi, Kashyap, and
Scharfstein, 1990; Okazaki and Horiuchi, 1992).

8.4.3. Reduction of Risk

Relationship banking can contribute in reducing the risk of corporate borrowers
by assisting the firms in times of financial distress and reducing corporate fluctua-
tions. Considerable amount of loans supplied to a firm send positive signal to the
market participants concerning the quality of the borrower, its profitability, and
its riskiness. Firms with bank borrowing pay lower interest rate premium in times
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of financial distress as observed through 1964 to 1993 (Kawai, Hashimoto and
Izumida, 1996).

8.4.4. Performance of Borrowing Firms

Relationship banking is believed to solve the problem information asymmetry,
liquidity constraints, and agency problem. But this does not mean that this improves
the performance of the corporate firms. According to Hosono (1997), the lending
interest rate spread was significantly negatively affected by the main bank loan
ratio in total debt during the period 1982-1995 for the exchange-listed Japanese
firms. However, Japanese main banks extracted higher rents through higher than
average lending rates before financial market liberalization in the 1980s (Weinstein
and Yafeh, 1998).

8.5. Contemporary Status of Banking Sector
and Relationship Banking in Bangladesh

8.5.1. Present State of Banking Sector in Bangladesh

The banking sector of Bangladesh is characterized by problems of non-performing
loans, capital inadequacy, provisioning shortfall etc., although it accounts for about
97% of the market in terms of assets, and in turn making the entire financial sector
vulnerable to economic crisis. Even the different banking sector reform programs
are not giving any significant results. The banking sector ailing with different
problems is, in turn, hindering the industrial development of the country as the
majority of the industrial firms rely on indirect financing from banks as a source
of finance, as shown in Fig. 8.6 for the conceptual process. A most frequently

Tk.10 Mil. and above .2%

Tk.2.5Mil.~ Tk. 10 Mil. -3%

Tk. 0.2Mil.~ Tk. 2.5Mil. —24%
Tk. 0.025Mil.~ Tk. 0.2Mil. mzs%

Fig. 8.6. Number of credit account holders in different amounts of credit (2002).
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cited reason for these problems is the widespread practice of multiple borrowing
in the banking sector. Although numerous studies on theoretical aspects have been
conducted to examine the effect of multiple borrowing, a few empirical studies can
be found to check the effect of multiple borrowing relationships on the financial
status of the borrowing firms. In one of our previous studies, we have found that
there is enough evidence of widespread practice of multiple borrowing among the
corporate borrowers in Bangladesh and the results of the empirical analysis revealed
that, although such practice enables firms to borrow at comparatively lower interest
expense, but suffer from limited access to credit.

8.5.1.1. Banking problems in Bangladesh

In a country like Bangladesh where capital market is underdeveloped, industries
rely heavily on the banking sector’s indirect finance for meeting their funds need.
But for ensuring this continuous flow of funds, the banking sector need to be sound
and well managed. Unfortunately, this is not happening in the case of Bangladesh
as the banking sector is beset with different core managerial problems in addition
to the more common problems. At this juncture, we are going to summarize these
unique problems supported with relevant literatures and not the common problems
such as loan default, capital inadequacy, and financing concentration that are also
seen in the banking sector of other countries.

8.5.1.1.1. Absence of close bank—firm relationship

The bank—firm relationship in Bangladesh takes in a conventional form, where
bank loan is the main link between the bank and the firm. The monitoring and
governance aspect of the relationship, such as stockholding and dispatch of man-
agement personnel are not seen. Banks give advice to firms as outsiders and
remained away from firms facing financial difficulties. Thus, financing aspect of
the bank—firm relationship is the most common feature present in the banking
system of Bangladesh. Ahmed (1997), who is one of the few researchers com-
paring the Japanese and Bangladeshi financial systems, commented that under the
present practice in Bangladesh, the banks give advice to customers as outsiders
rather than insiders and have tended to keep away from firms facing financial con-
straints. Banks even may compel a firm for premature liquidation to protect its
own interest. The commercial banks are reluctant to go for long-term investments,
such as loan. And an examination of the statements of the individual banks reveals
very small-holding of shares. Although Bangladeshi firms are highly levered, the
bank—firm relationship is not so close. If the bank—firm relationship is promoted to
be closer, it may have its likely positive impact on the prevailing “default culture”
of the borrowing firms.
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8.5.1.1.2. Concentration on retail nature of transactions

If we review the nature of accounts in which banks are providing loans, then
we can see that they are concentrating more on retail than wholesale transac-
tions. Figure 8.6 shows that as of 31st December 1998, 89.07% of the accounts of
advances of NCBs are for loan amount up to Tk. 25,000 (about US$ 420)'; 8.27%
of the advance accounts are for loan amounts from Tk. 25,001 to Tk. 200,000. And
only 2.66% of the total number of advance accounts are for loan amounts more
than Tk. 200,001 (about US$ 3704) and above. This indicates heavy concentration
of banks on small amount of retail transactions. These retail transactions are small
in amount and are normally short-term in nature. Hence, from this data, we can
also conclude that about 90% of all the lending of the banks is of retail in nature
and wholesale lending accounts for only a very small fraction of the total loan port-
folio. This indicates that although banking sector is the main source of funds for
the industrial firms, they are not actually carrying out this responsibility by going
mainly for retail transactions, which are comparatively less risky and requires less
analytical expertise.

8.5.1.1.3. Presence of extensive credit rationing

Credit rationing takes place when lenders limit the amount that individuals can
borrow, even though the borrowers are willing to pay the going interest rate on
their loans (Dornbusch and Fischer, 1998). If credit is rationed, borrowers might
be unable to obtain the credit necessary to carry out an investment project even
when the project passes the test of profitability. Credit rationing arises principally
in two cases: first, when governments put ceilings on interest rates that keep them
below market equilibrium, and second, when lenders cannot accurately assess the
risks of lending to particular borrowers (Sachs and Larrain, 1993).

Now, let us examine the case of Bangladesh. In Bangladesh, deposits as a
source of funds have increased from 42.7% in 1975-1976 to 54% in 1993-1994.
While advances by banks, as a use of funds, increased only to 37.1% from 33.9%
in the same period. Also, as shown in Figure 8.6, among the total deposit of banks,
time deposits are about 82%. As we come to the recent period, time deposits have
increased more rapidly than have demand deposits ... the structural shift even in
the face of falling interest rates in recent years may reflect, inter alia, the growing
confidence of savers in the banking system (Ahmed, 1997). But on the other hand,
banks failed to channel this fund into credit. Then the question arises: where did
this growth in time deposits go? The answer is: to other retail financing sectors.
Again, why are banks doing so?

Firstly, credit rationing is present in Bangladesh not because of the first reason
of government imposed interest-rate ceilings but because of the second reason

1Taking 1 US$ = Tk. 68.95 rate quoted as of August 18, 2007.
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cited above, i.e., inability of the banks to accurately assess the risks of lending to
particular borrowers.”

In practice, access to borrower’s internal information becomes really critical
particularly in developing countries like Bangladesh, where true and accurate infor-
mation about borrowers are hard to get. But, if banks have a close and long-term
relationship with a particular borrower, they feel easier to provide credit, depending
on the smoothness of the previous relationship. Hence, in the absence of gov-
ernment ceiling on interest rates, banks will loosen credit rationing when there is
a close and long-term nature of relationship between the bank and the borrowing
customer. But, in Bangladesh, this type of close bank—firm relationship is absent.
Hence, it can be concluded that, credit rationing is occurring because of inability
on the part of the banks to assess credit risk accurately resulting in unwillingness
to provide credit.

8.5.1.1.4. Higher interest margin

In the banking sector in Bangladesh, the spread between the deposit and lending
interest rate is very high. In a competitive market, relationship between the lending
interest rate and deposit interest rate can be derived as follows (Wahba and
Mohieldin, 1998).

1
T 1—k

i iq
where, k = required reserve ratio (20% of deposits), i; = deposit interest rate and
i; = lending interest rate.

Accordingly, the nominal interest rate spread is calculated as follows:

k
11—k

We calculated desirable spread between lending interest rate and deposit interest
and plotted in Fig. 8.8. The figure shows that the actual spread is as high as 7%,
where the desirable spread is around 2%. This implies serious operational and man-
agerial inefficiency in reducing the spread. But, the main inherent reason behind
this big gap is the high-risk premium that banks are charging inside lending interest
rates. Banks charge higher risk premium because they do not have adequate infor-
mation about the borrower and also there is lack of consistent long-term relationship
between them to ensure credit worthiness of the prospective borrower.

i —ig = id

2Effective April 1, 1992, Bangladesh Bank removed all ceilings on deposit rates and all
floors and ceilings on all lending rates with the exception of the rates applicable to the
export, agriculture, and small cottage industries sectors. But, later ceilings on interest rates to
agriculture and small and cottage industries were also lifted in July 1999; loan rate ceilings
are only in effect for export loans (IMF, 1998).
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8.5.1.1.5. High transaction cost and delay in loan decisions

Also, in Bangladesh, the transaction cost of getting loans is very high, which is
again accentuated by the delay in decision making. According to a study conducted
by the Bangladesh Institute of Bank Management (BIBM), it was revealed that the
average loan-related expenses of the 800 borrowers taken as sample, were from
Tk. 20 to Tk. 36 for each borrower and the number of days lost in getting the
loan varies from 5 to 12 days, depending upon the amount of loan received (see
Table 8.3). These loan-related expenses and days lost in getting the loans, which are
more literally known as transaction cost, may arise if banks are having inadequate
information base about borrowers. Also, inter-bank exchange of information is not
so popular. Hence, when a new loan application is made, it takes a considerable
amount of time for a bank to process the application to judge the loan competency
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Table 8.3. Average costs of loan to the borrowers.

Loan amount Number of  Average days lost Average
borrowers loan-related
expenditure
Up to Tk. 1000 56 5 Tk. 20
Tk. 1000-2000 142 7 Tk. 24
Tk. 2000-3000 176 8 Tk. 26
Tk. 3000-5000 327 10 Tk. 32
Tk. 5000 and above 99 12 Tk. 36
Total 800

of the borrower. Accordingly, the banking problem in Bangladesh is summarized
in Fig. 8.9.

8.5.1.2. Comparative characteristics of the banking system
of Bangladesh with that of Japan

Holding of Stakes. Bangladeshi banks hold large stakes in some sectors but their
role in disciplining management and monitoring performance does not seem to be
as important as it is in Japan.

Capital Market. The Bangladeshi capital market is very much underdeveloped
than the Japanese markets. And it is very difficult for firms to raise funds through
the issue of bonds and shares. As a result, bank loans are their major source of
external finance.

Ownership Structure. The ownership structure of the Bangladeshi firms is
somewhat similar to the structure found in many Japanese firms, in the sense that
the separation of ownership and management is not as radical as in the US.

Agency Problem. The ownership of Bangladeshi firms is very concentrated and
the control group can exercise a close vigilance over the management behavior
and mitigate the agency problem. Thus, in the case of Bangladesh, we should
not be concerned about the implication of a separation between ownership and
control resulting from limited shareholding concentration, but on the implications
for efficiency of the nature of the control group, in our case, the banks.
Accordingly, we can conclude that, the role of monitoring and control by banks
is also important for Bangladesh as it is in Japan for similarities in the areas
of — dominance of the banking sector as a source of fund, greater stake of the
banking sector, concentrated ownership structure etc. On the other hand, for the
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US, monitoring by banks is less important because of separation of ownership and
control, easy access to capital market and above all for restrictions imposed by
regulatory barriers (Glass-Steagall Banking Act). Thus, for the purpose of com-
parison, Bangladesh stands closer to Japan than any other countries.

8.5.2. Relationship Banking in Bangladesh

In recent days, multiple borrowing propensity of corporate firms in Bangladesh are
in increasing trend, although not completely unknown elsewhere in the world. As a
result of this, banks are giving advice to firms as outsiders rather than insiders and
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have tended to keep away from firms facing financial constraints. Banks even may
compel a firm for premature liquidation to protect its own interest (Ahmed, 1997).
Out of the 155 joint stock companies listed in the Dhaka Stock Exchange, 73 were
found to be maintaining borrowing relationship with a single bank and the rest 82
were having borrowing relationship with multiple banks (two or more banks). And
some companies even maintain borrowing relationship with as high as 11 banks.
Thus, the propensity of corporate borrowers in Bangladesh to maintain multiple
banking relationships is also very high.
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Fig. 8.10. Share of bank credits: single lending bank vs. other banks.
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Majority Share of the Banks Lending As Single Lender: As shown in Fig. 8.7, in
Bangladesh, among the banks, only Sonali, Agrani, Janata, NBL and IFIC Bank
are identified as the banks, which are mainly lending to the sample firms as their
sole or single bank.? These banks are lending approximately 55-65% of the total
advances of all banks. Thus, banks which are serving more as the single lender to
firms are also providing most of the loans in Bangladesh.

Interest Rate Spread: 1In the banking sector of Bangladesh, the spread between
the deposit and lending interest rate is very high. As shown in Fig. 8.8, the actual
spread is as high as 7%, where the desirable spread is around 2%.

However, if we compare the status of the firms under study, then we can find
that the banks having single lending relationship with these firms are having a
lower net interest spread as compared to those which are not having any such kind
of relationship. Thus, it is interesting to verify from the following analysis whether
firms borrowing from these single lender banks can borrow at lower interest rates
too (see Figs. 8.9, 8.10, and 8.11).

8.6. Empirical Analysis on the Impact
of Relationship Banking

Among the Asian economies including Bangladesh, Japan is the role model for
relationship banking-based corporate governance system. Accordingly, in our pre-
vious papers, e.g., Ahmed and Uchida (2003) and Uchida and Ahmed (2004), we
have conducted empirical analysis to perceive the impact of relationship both in
Japan and in Bangladesh. The most commonly observed impacts of relationship
banking on corporate firms of an economy are summarized in Table 8.4. On this
background, the objective of this paper is to summarize the findings of the empirical

Table 8.4. Possible impact of
relationship banking.

Impacts

Increased availability of credit
Rescuing in financial distress
Reduction of risk for client firms
Higher rates charged on client firms
Corporate growth and profits

3The term single lender banks is used to refer to banks, which are providing loans to firms
as the only lending bank.
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analysis papers regarding the impact of relationship banking on the performance
of corporate firms conducted by using data of Japan and Bangladesh.

8.6.1. Impact of Relationship Banking on Corporate Firms
of Bangladesh

Ahmed and Uchida (2003) have conducted an empirical analysis to see the impact
of relationship banking on the corporate firms of Bangladesh. The balance sheet
data of 174 joint stock companies listed in the Dhaka Stock Exchange in the year
2001 are used. The results of the analysis can be summarized as follows:

8.6.1.1. Findings of t-tests

t-tests of the differences between two means to find the significance of difference
on two financial ratios, viz., debt-equity ratio (DER) and interest expense to loans
ratio (IELO) were calculated for all the sample companies. A total of 155 joint
stock companies listed in the Dhaka Stock Exchange are included in the analysis.
Out of these, 73 were found to be maintaining borrowing relationship with a single
bank and the rest 82 were having borrowing relationship with multiple banks (two
or more banks). Next, we conducted applied z-tests to see whether there is any
significant difference in DER and IELO between the companies having a single
lending bank vis-a-vis companies having relationship with multiple banks.*

As shown in Table 8.5, the average debt-equity ratio of the companies having
borrowing relationship with single banks is higher as compared to that of the com-
panies borrowing from multiple banks. This indicates that, multiple banking makes
access to credit difficult. On the other hand, the average interest expense to loans
outstanding ratio of the companies having borrowing relationship with single banks
is higher as compared to that of the companies borrowing from multiple banks.
This indicates that by exploiting competition between banks, firms borrowing from
multiple banks can borrow at lower cost.

Thus, from the results of the analysis, we can conclude that relationship-banking
practices in Bangladesh result into higher access to credit at comparatively higher
cost.

8.6.1.2. Findings of multivariate analysis

The balance sheet data of 174 joint stock companies listed in the Dhaka Stock
Exchange in the year 2001 are used to construct multivariate models for identifying
the most influential factors deciding the profitability of the corporate firms.

4 . . __ Total fixed liabilities
Debt-equity ratio (DER) = Total shareholders’ equity

Total interest expense
Total loans outstanding

Interest expense to loans outstanding (IELO) =
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Table 8.5. t-test result for the ratio analysis.

Single bank  Multiple Results of the z-tests
(Mean) banks (Mean)
Debt-equity ratio  0.40 —-0.14 There is difference in
mean value
Interest expense 0.57 0.33 There is no significant
to loans difference in mean value

outstanding ratio

In doing so, logistic regression analysis has been conducted. A hypothetical
multivariate model is constructed to determine the factors, which influences the
performance of the firms (profitability) as follows:

PRF = f(TAS, TCA, SAL, EQT, LOA, REX, SHA, NBK) 8.1)

The explanation of the variables, expected and revealed relationship sign derived
from the multivariate analysis are presented in Table 8.6. Accordingly, the findings
of the study can be summed up as follows:

(1) Interest expense, share of the financial institutions and number of banks did
not show any significant relationship with the profitability of firms. Thus, the
effect of having multiple borrowing relationships on the corporate profitability
cannot be confirmed through this empirical model analysis.

(2) Whereas, equity exhibited positive and loan showed negative relationship with
profitability, which indicates that firms having higher financial leverage are
prone to be a losing concern in terms of profitability. Thus, firms, which
are taking bank loans more, are having comparatively more financial diffi-
culties. Conversely, firms relying more on equity capital are comparatively
more profitable.

8.6.2. Impact of Relationship Banking on Corporate
Firms of Japan

Uchida and Ahmed (2004) and Ahmed and Uchida (2005a,b), constructed a hypo-
thetical multivariate model based on conceptual relationship to determine the
factors, which influence the performance of the corporate firms (profitability). The
objective was to observe how relationship banking is affecting the performance of
the corporate firms. As a data source, three yearly time series balance sheet data
(March 2002-March 2004) of 98 exchange listed SMEs in Japan were used. As a
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parameter to represent profitability, time series mean of return on assets (ROAs)
of the companies are used. The model consists of variables that are hypothetically
assumed to have an influence on profitability of a corporate firm and are summa-
rized by the following conceptual model:

Profitability (ROAs) = f(TCA, SAL, DER, SHA, NBK, FCF, ROE)  (8.2)

The explanation of the variables, expected and revealed relationship sign are pre-
sented in Table 8.6. Accordingly, the findings of the study can be summed up as
follows:

(1) Percent of shareholding by banks showed positive relationship with ROA
indicating that, relationship banking does count in improving the profitability
performance of the firms.

Table 8.6. Descriptive statistics (n = 174).

Variable Description Expected Revealed
name sign sign

POS The dependent variable is the profitability
of firms (POS = 1 if five yearly average is
in profit and O otherwise).

TAS Total assets of the company in millions of + NSS
Taka

TCA Total capital of the company in millions of + NSS
Taka

SAL Total sales volume of the company in + NSS
millions of Taka

EQT Total shareholders’ equity in millions of ? +
Taka

LOA Total loans taken from financial institutions ? -

in millions of Taka

REX Interest expense of the company in millions ? NSS
of Taka

SHA Percentage of share held by financial ? NSS
institutions

NBK Number of banks the company maintains ? NSS

lending relationship

Note: NSS denotes not statistically significant.
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(2) Whereas, the negative relationship between debt-equity ratio (DER) with prof-
itability (ROA), indicates that, firms having higher financial leverage (loan
capital) are prone to be a losing concern in terms of profitability. Thus, firms,
which are taking bank loans more, are having comparatively more financial
difficulties. Conversely, firms relying more on equity capital are comparatively
more profitable.

8.7. Summary

The findings of the empirical studies can summarized through Tables 8.7 and 8.8.

(1) As shown in Table 8.7, relationship banking is providing positive impact to
the Japanese corporate firms in the form of increased availability of credit,
rescuing in financial distress and thus, in turn, reducing the risk of the client
firms. The claim that higher rents are charged cannot be proved from this
analysis. Whereas, relationship banking in the form of corporate shareholding
is influencing positively and easy access to credit is influencing negatively
towards the firms growth and profitability.

Table 8.7. Variables and descriptive statistics (n = 79).

Name Description Expected Revealed
of the sign in sign in
variable regression  regression
model mode
ROA The dependent variable is the time series
mean of return on assets
TCA Total capital of the company in millions yen + NSS
SAL Time series mean of the total sales volume + —
of the company in millions yen
DER Debt-equity ratio of the company ? —
SHA Percentage of share held by financial ? +
institutions
NBK Number of banks the company maintains ? NSS

transacting relationship

FCF Time series mean of financing cash flows in ? NSS
100 millions yen

ROE Time series mean of return on equity + +

Note: NSS denotes not statistically significant.
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Table 8.8. Empirical findings on impact of relationship banking in Japan and

Bangladesh.

Impacts Japan Bangladesh
Direction  Evaluation Direction Evaluation
of impact mark of impact mark

Increased availability of credit U O U O

Rescuing in financial distress g ? ?

Reduction of risk for client d d

firms

Higher rates charged on client ? ? g O

firms

Corporate growth and profits: g O ? ?

Corporate shareholding U O O O

Easy access to credit

Note: O = Yes, A = Moderate, X = No and ? = Not confirmed.

(2) Inthe case of Bangladesh, relationship banking is providing positive impact to
the corporate firms in the form of increased availability of credit and thus, in
turn, reducing the risk of the client firms. Whereas, regarding negative impact,
the claim that higher rents are charged is proved to be true. But the contri-
bution of relationship banking in rescuing from financial distress and impact of
corporate shareholding on profitability cannot be verified from this analysis.
Easy access to credit is influencing negatively towards the firms growth and

profitability (see Table 8.7).

Based on the theoretical and empirical analysis results and the on-going dis-
cussion, the comparative status of relationship banking in Japan and Bangladesh
can be summarized as in Table 8.9. The negative relationship between credit avail-
ability and corporate profitability can be explained by the fact that, relatively weak
firms rely more on relationship banking as it is hard for them to raise funds through
capital markets. Thus, relationship banking ensures easy access to credit — both
to Japanese and Bangladeshi corporate firms which are relatively weak and in

financial difficulties.
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Table 8.9. Comparative status of relationship banking in Japan and Bangladesh.

Japan Bangladesh
1. Nature of Bank-based Bank-based
financial system
2. Shape of Principal lender, Corporate Principal lender
relationship shareholding, and
banking Management advisory
services
3. Positive impact Easy access to credit, Easy access to credit
of relationship Rescuer in financial distress,
banking and Corporate growth and
profit
4. Negative impact ~ Weak firms rely more on Higher rents charged
of relationship relationship banking
banking
5. Future trend Relationship banking is Under-developed capital
flourishing by changing shape = market paving the way
from main bank system for the growth of

relationship banking

8.8. Lessons for Bangladeshi Banking System

Based on the preceding discussions on the comparative study of the impact of
relationship banking between Japan and Bangladesh, the following suggestions are
put forward for the restructuring of the banking system in Bangladesh based on
the Japanese experience of relationship banking.

1.

Purchasing shares of the customer’s firm, if adapted, might also be effective
for the banking system of Bangladesh. This will enable a bank to obtain infor-
mation and review firms operations and reduce mangers’ ability to avoid debt
payments. Even a smaller percentage of equity contribution in the form of cross
shareholding would provide the base of support at the initial stage of industrial-
ization. Bangladesh, in the primitive leg of industrialization, can utilize stock-
holding by banks as a means to ease the loan default problem by following the
Japanese banking experience.

. Transfer of management resources can be extremely beneficial for the banking

system of Bangladesh where the client firms are seriously lacking the suffi-
ciency of management competence and also as the board of directors are taking
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seriously unjust decisions regarding the use of bank loans. Dispatched bank
officials can keep a close look on the firm’s activities and can prevent the man-
agers of the firm from avoiding debt payments.

3. The loan syndication procedure can work as an important lesson for the banking
system of Bangladesh where asymmetry of information is very high. Banks
should try to formulate loan syndicates to share the monitoring responsibility
among them. It is very time consuming and also expensive to monitor each and
every borrowing firms with equal importance. This will be beneficial for both
the parties, i.e., bank and the firm. As in times of financial distress, through the
above-mentioned process, it would also become difficult for the banks to avoid
their responsibility to rescue the troubled firms for which they were serving as
main monitor. As we have seen that, in the case of Bangladesh, banks often
expedite the liquidation of the distressed firm to uphold its own interest.

If the Bangladeshi banks, by adopting the above lessons, can extend the extent
of relationship between the bank and the firm to monitoring and governance aspect
from merely a lender-borrower relationship, then it would most likely solve the
unique banking problems discussed in the earlier part of this chapter. Because,
banks need not to go for retail transactions only, charge higher interest margin,
ration credit, and unnecessarily delay loan decisions anymore. Due to close and
long-term relationship with the client firms, banks would be able to evaluate each
and every loan proposal with enough information bases and with greater control
and speed. Thus, it is strongly believed that the Japanese nature of bank—firm rela-
tionship is advisable for solving the unique problems prevailing in the banking
sector of Bangladesh and for crating the environment where banks get the confi-
dence to lend to the industrial sector on the basis of more informative judgment
and control.
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CHAPTER 9

STRUCTURAL ADJUSTMENT PROGRAM AND PUBLIC
FISCAL POLICY IN INDIA, 1990-1995

Dipak R. Basu

Nagasaki University, Japan

Indian economy has gone through a transitional phase during 1990-1995 where
the old planning mechanisms were being replaced to make way for a complete
liberalized economy. The policy planners had accepted the IMF induced “structural
adjustment program”. However, a large section of the public opinion is still in
favor of bringing back major features of the planning system given the increasing
difficulties for the poorer section of the population, although they want to maintain
certain flexibilities regarding the private sector. In this paper, a mixed economic
planning model is formulated to examine how the economy could have behaved
during 1990-1995 if the planning authority had replaced quantitative restrictions
on the private sector by various financial controls rather than privatization and
liberalization of the public sector.

In a mixed economy, planning should normally take into account how the
private sector formulates and revises its expectations regarding various government
policies and their possible impacts on the achievability of the targets of the plan.
In India, the government used to regulate the private sector by various means, such
as licenses, investment quotas, tax-subsidy rates, interest rate, and by various mon-
etary controls. The private sector, knowing the targets of the government, used to
formulate its own expectations regarding the fulfillments of the targets and possible
movements of various policies. It used to behave according to its expectations and
realization of past expectations to allocate its resources. So, the optimum design of
public policy in that framework was to direct the private sector toward the desired
goals as defined by the planners taking into account the established reactions of
the private sector.
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In order to analyze the situation, an adaptive control model for the Indian
economy was estimated. In this framework, the model and its probability structure
will change continuously as the optimization progresses, thereby adapting the
parameters of the model to the planned solutions. This, in a way, reflects the mixed
economic plan, where the private sector reacts to the goals of the government,
which in turn will modify the parameters of the model and will change the policies.
A comparison is made in this paper between the simulated history and the actual
history to examine the relative efficiency of the liberalized economy against the
planned mixed economy that India used to have. As the character of the economy
has changed too much recently, it is not possible to extend the comparison to the
more recent years.

9.1. Fiscal Policy in India

In India, monetary and fiscal policies were interlinked and still are to many extents.
Given the planned and non-planned expenditure the government used to raise the
money either by taxation, or by borrowing from the Reserve Bank of India (RBI)
and from other financial institution in return for government securities; it could
also raise money from the profits of the public sector.

The deficits, which could not be financed in this way, had to be financed either
by foreign borrowing or by direct money creation by the RBI. Thus, the deficit
in the annual budget could be reflected in the increase in the money supply quite
easily. At the same time, government bond sales to the RBI could add to the volume
of high-powered money. By the standard of moat developing countries, India has
followed responsible macro-economic policies. There was no hyperinflation or
debt crisis. The volatility of growth rates during the planned economy has reflected
the natural instability of the agricultural output.

The budget of 1985 initiated a new direction in Indian foreign trade policies.
Import controls were relaxed and simplified. Exporters have received massive con-
cessions for imports of intermediate goods. The new trade policy was designed to
liberalize the economy in general to initiate a more outward-oriented economic
regimes. However, in 1991 the demise of the Soviet Union, which used to account
for about 20% of India’s exports, along with the Gulf war and the trade embargo
against Iraq, another major export market for India, had created serious balance of
payments’ problem.

As a result, India had decided to borrow from the IMF and as a result “struc-
tural adjustment program” to dismantle the planning system was imposed. Subse-
quently, most industries were delicensed, import policies were further liberalized;
the rupee was made partly convertible bringing in about 42% devaluation in 1993
from its 1990 level. Most restrictions on foreign investments were removed too
[Tables 9.1 to 9.4].
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Table 9.1. Money supply, GNP, and price levels:
1985-1997, (Annual % changes in Rupees).

Year level Money supply GNP Price
1985-1986 16.07 2.3 8.7
1986-1987 13.47 4.5 8.8
1987-1988 16.49 8.7 9.4
1988-1989 18.03 5.6 6.2
1989-1990 11.34 4.9 8.7
1990-1991 11.20 0.5 13.9
1991-1992 18.20 4.6 11.8
1992-1993 15.00 35 6.4
1993-1994 18.40 6.0 10.2
1994-1995 22.30 6.9 10.2
1995-1996 13.20 7.0 8.9
1996-1997 10.60 6.7 8.7

Source: Central Statistical Organization (CSO), India.

Table 9.2. Some important ratios: 1985-1995.

Year Budget Domestic Domestic Tax Public GNP
deficit/ debt/GNP borrowing/  revenue/
expenditure Public GNP
GNP expenditure
1985 0.085 0.416 —48 —137 —165
1986 0.093 0.453 —-49 —143 —178
1987 0.084 0.464 —41 —144 —180
1988 0.084 0.459 —43 —140 —-178
1989 0.066 0.474 —34 —153 —174
1990 0.080 0.494 0.44 —137 —175
1991 0.050 0.485 0.28 —147 —147
1992 0.050 0.484 0.28 —145 —145
1993 0.070 0.516 0.41 —128 0.128
1994 0.060 0.495 0.35 —133 0.134
1995 0.060 0.479 0.31 —134 —134

Source: CSO India.
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Table 9.3. Financial policy, 1985-1995 (In Rs. billions.)

Year Public Tax Budget  Domestic Foreign
foreign revenue deficit borrowing borrowing

expenditure

borrowing
1985 430.7 361.2 —222.5 208.9 13.7
1986 518.1 420.7 -272.0 258.5 194
1987 597.1 480.8 —278.8 244.4 32.7
1988 700.6 554.6 —330.9 300.9 25.1
1989 769.8 675.8 —292.3 262.5 29.9
1990 924.6 723.6 —434.6 404.0 31.8
1991 1050.5 892.1 —358.2 304.4 54.2
1992 1189.3 1004.6 —399.0 340.5 53.2
1993 1363.7 1011.7 —605.3 564.7 50.7
1994 1561.3 12574 —616.7 553.8 39.5
1995 1743.2 1444.1 —583.9 539.3 44.6
Source: CSO.

Table 9.4. Response multiplier and endogenous variable.

Exogenous Y GBS P BD CcD MS IR
variable

EXR —0.02283 —0.00027 0.05593 0.00121 —0.00018 —0.00576 —0.00004
G 0.03178  0.00095 0.13965 0.04073 0.00041 0.01699 0.00108
TY —0.03116 —0.00426 —0.15022 0.04091 0.00310 —0.03637 —0.01231
CI —0.00265 0.04953 —0.00884 0.00550 —0.00210 —0.00625 0.06599

Note: [A2 = 563.09; the estimated Chi-Square satisfies the overall goodness of fit of
estimation by the FIML method].

The IMF conditionalities, imposed upon a number of developing countries
undergoing “reforms” have concentrated on two major macro-economic policies:
an adequate exchange rate management and demand discipline. The latter is to
be achieved through fiscal restraint and limited expansion of domestic credit. The
theory is that wage-price flexibility lead to full employment equilibrium and private
savings and investments are not affected by budgetary cuts. As private-sector
deficits may imply deficits in the current account of the balance of payments, prac-
tical effects of any reductions in the public-sector deficit will be reflected on the
improvements in the current account of the balance of payments. Inflation is to be
controlled through monetary policy so that political temptations of exchange rate
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overvaluations do not arise. However, some required adjustment policies, including
exchange rate devaluations, indirect tax increases, and reductions in subsidies imply
a temporary acceleration of inflation.

This policy could be pursued within a planned mixed economy as well. Thus, the
question is whether it was necessary to liberalize the economy by taking away the
planning unless we can demonstrate that some extra-ordinary improvements can
take place if we liberalize the economy. This paper has tried to examine this issue
by solving an adaptive control model for the Indian economy for the period of
structural adjustment since 1990-1991 and compare that results with the actual
performances of the economy during this period.

9.2. The Method of Adaptive Optimization

Itis assumed that the dynamic econometric model can be converted to an equivalent
first-order dynamic system of the form

% = A%i_1 + Cit; + Dz + &; O.1)

where X; is the vector of endogenous variables, i; is the vector of control variables,
Z; is a vector of exogenous variables, ¢; is the vector of noises which are assumed to
be white Gaussian and A, C, and D are coefficient matrices of proper dimensions.
It should be noted that a certain element of z; is 1 and corresponds to the constant
terms. The parameters of the above system are assumed to be random.
Shifting to period i 4 1, we can write
Xiy1 = AXi + Citjy1 + DZiy1 + eiy 9.2)

Now we define the following augmented vectors and matrices.

| I | e
Xi I:ﬂii|’ xl+1 I:I:‘ti+li|’ 6‘l-i-l [ 0 i|»
A 0 C D

<o o) =) = [0]

Hence Eq. (9.2) can be written as

Xiy1 = Ax; + Ciijr1 + DZip1 + eiq1 9.3)

Using the linear advance operator L, such that L¥y; = y; 4 and defining the vectors
u, z, and ¢ from

u; = Lfli

zi =Lz

g = Le;
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then Eq. (9.3) can take the form
Xit+1 = Ax;i + Cu; + Dz; + ¢ 9.4)

which is a typical linear control system.
We can formulate an optimal control problem of the general form
1 1 Il
7 —~ 112 =2
min J = ~llxr —Frlig, + 5 le lx; — %113, ©9.5)
1=
subject to the system transition equation as observed in Eq. (9.4).

It is noted that T indicates the terminal time of the control period, { O} is the
sequence of weighting matrices, and%; (i = 1,2, ..., T) is the desired state and
control trajectory according to our formulation.

The solution to this problem can be obtained according to the minimization
principle by solving the Ricatti-type equations (Astrom and Wittenmark, 1995).

Kr = Qr 9.6)
Ai = —(EiC'Ki+10) " (EiC'Kis1A) ©.7)
Ki = E;A'Ki 1A+ AJEC'Kit1A) + Q; 9.8)
hr = — Q07X 9.9
hi = Ni(EiC'Ki11D)zi + Ai(EiChhit
+ (EiA'Ki41D)zi + (EiA)hiv1 — Qi%; (9.10)
g = —(E;C'Ki110) " [(EiC'Ki1D)zi + (EiC)hit] (9.11)
xF = [EiA+ (EiC)Ailx} + (EiC)gi + (E;D)z; 9.12)
ul = ANix’ + gi (9.13)
where uf i=0,1,...,T — 1), the optimal control sequence and x;"+1, the cor-
responding state trajectory, constitutes the solution to the stated optimal control

problem.

It is noted that in the above equations, A; is the matrix of feedback coefficients
and g; is the vector of intercepts. The notation E; denotes the conditional expecta-
tions, given all information up to the period i.

Expressions like E;C'K;11C, E;C'K;y1 A, E;C'K;11D are evaluated taking
into account the reduced form coefficients of the econometric model and their
covariance matrix which are to be updated continuously along with the implemen-
tation of the control rules. These rules should be readjusted according to “passive
learning” methods. It is noted, however, that the joint densities of matrices A, C,
and D assumed to remain constant over the control period. The reduced form coeffi-
cients and their covariances matrix have to be updated, since the control is adaptive
and the agents are adjusting their expectations.
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9.2.1. Updating Method of Reduced-Form Coefficients
and Their Covariance Matrices

The updating technique of the reduced form coefficient matrix and their covariance
matrix is as follows.
Suppose we have a simultaneous-equation system of the form

XB +UI' =R (9.14)

where X is the matrix of endogenous variable defined on EV x E" and B is the
matrix of structural coefficients which refer to the endogenous variables and is
defined on E" x E". U is the matrix of explanatory variables defined on EN x E¢
and I" is the matrix of the structural coefficients, which refer to the explanatory
variables, defined on EVN x ES. R is the matrix of noises defined on EV x E". The
reduced form coefficients matrix IT is then defined from:

N=-B"'T (9.15)

Goldberger et al. (1961) have shown that the asymptotic covariance matrix, say 2
of the vector 7 which consists of the g columns of matrix IT can be approximated by

&= Hﬂ ®(1§’)—1} F[[ﬂ ®(i9’)—1] (9.16)
8 8

where ® denotes the Kroneker product IT and B are the estimated coefficients by
standard econometric techniques and F denotes the asymptotic covariance matrix
of the n+ g columns of (B T'), which is assumed to be consistent and asymptotically
unbiased estimate of (BI").

Combining Eqgs. (9.14) and (9.15), we can write

BX/ — —FU/—i-R/ = X/ — _Bfll—-U/_i_ BflR/
=X =1NU+W 9.17)

where W' = B~'R’.
Denoting the ith column of matrix X’ by x; and the ith column of matrix W’
by w;, we can write

w;p 0 - 0wy O - 0 wug 0 - 0
0 ui; 0 0 uj; 0 0 Ugj 0

Xj = ’ T+ w;
0 0 ui; 0 0 U; 0 Ugi

(9.18)
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where u;; is the element of the jth column and ith row of matrix U. The vector
wE™8, as mentioned earlier, consists of the g column of matrix IT.
Equation (9.18) can be written in a compact form, as

xi =Hmw+w;, i=12,...,N (9.19)

where x; € E", w; € E™ and the observation matrix H; is defined on E" x E"S.
In a time-invariant econometric model, the coefficients vector 7 is assumed
random with constant expectation overtime, so that

Tyl =TT, for all i (9.20)
In a time-varying and stochastic model we can have
i+l =T + & 9.21)

where ¢; € E"8 is the noise.
Based on the above, we can rewrite Eq. (9.19) as

Xi+1 = Hi+]7Ti+] + W41 i = 0, 1, ey N -1 (922)
Now we need to make the following assumptions.

(a) The vector x;4+1 and matrix H;; can be measured exactly for all i.
(b) The noises ¢; and w;4; are independent discrete white noises with known
statistics, i.e.,

E(ei)) =0;  E(wiy1) =0

E(giwi, ) =0

E (c,-sg) = Q16;; where §;; is the Kronecker delta, and
E(wijw)) = 028

The above covariance matrices are assumed to be positive definite.

(c) The state vector is normally distributed with a finite covariance matrix.

(d) Regarding Eqgs. (9.21) and (9.22), the Jacobians of the transformation of ¢; into
miy1 and of w;41 into x; 41 are unities. Hence, the corresponding conditional
probability densities are:

p(ip1 | m) = p(&)
p(Xiv1 | wir1) = p(wit1)

Under the above assumptions and given Egs. (9.21) and (9.22), the problem
set is to evaluate

i+1
E(mipr | X =nf,
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and
cov(Tiy1 |x’+1) = S;+1 (the error covariance matrix)
where x't! = x1, x2, x3, ..., Xi41

The solution to this problem (Basu and Lazaridis, 1986; Lazaridis, 1980) is given
by the following set of recursive equations, as it is briefly shown in the Appendix.

iy =1 + Kip1(xip1 — Hip1my) (9.23)
Kiy1 = Siv1 H, +1Q2 (9.24)
Sl:-l P+ Hl\, 05" Hip (9.25)

Pl =01+ (9.26)

The recursive process is initiated by regarding K¢ and Hy as null matrices and
computing 7r;; and So from

713 =7 i.e., the reduced form coefficients (columns of matrix f[)
So = Py = Q

The reduced form coefficients, along with their covariance matrices, can be updated
using this recursive process and at each stage a set of “Riccati” equations should
be updated accordingly so that adaptive control rules can be derived.

Once we estimate the model (described in the next section) using the FIML (full
information maximum likelihood) method, we can obtain both the structural model
and probability density functions along with all associated matrices mentioned
above, when describing the method. We first convert the structural econometric
model to a State-Variable form according to Eq. (9.1). Once we specify the targets
for the state and control variables, the objective function to be minimized, the
weights attached to each state and control variables, then it is a matter of calculations
to obtain the optimization results for the entire period using Egs. (9.6)—(9.13).
Thereafter, we can update all probability density functions and all other associated
matrices using Egs. (9.23)-(9.26) which will effectively update the coefficients
of the model in its State-Variable form. We can repeat the optimization process
over and over as we update the model, its associated matrices, probability density
functions and use these as new information.

9.3. Dynamic Analysis of the Model and Comparative
Performances of the Economy

The policy model used in this analysis is a variation of the so-called adjustment
policy model of the World Bank as elaborated by Khan and Montiel (1989, 1990)
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to explore the mechanism and impacts of various controls pursued by the monetary
authority in order to implement objectives of the physical plan and maintain fiscal
balance. Here, it is important to evaluate impacts of these policies on the private
sector and to foresee the future course of action of the private sector in anticipation
of these policies. Although the model defines balance of payments and money stock
according to the “monetary approach” (Berdell, 1995; Humphrey, 1981; Khan,
1976), there is no explicit investment or consumption function.

The reason is that private investment was until recently controlled by various
means employing licenses and quotas. It was the Planning Commission, which
ultimately used to decide the nature and composition of private investment. Con-
sumptions of essential commodities of the poorer section of the population, which
means most part of the population, were controlled through the rationing system,
which still exist. Non-essential consumptions were influenced by various taxes
and quota restrictions, Therefore, a standard private investment or consumption
based on the market behavior cannot be estimated for the economy. Instead,
it is convenient for us to accept that domestic absorption can reflect the com-
bined response of both private and public investments and consumptions to the
planned target for national income, set by the Planning Commission, and to various
market forces, represented by money-market interest rates, and exchange rates.
The new Cambridge model of the UK economy (Cripps and Godley, 1976; Godley
and Lavoie, 2002; Godley and Lavoie, 2007) has postulated a similar combined
consumption-investment function of the UK but their explanation was of different
nature. The money-market interest rates (money-market interest rates are different
from the lending rates of the commercial banks which until recently were con-
trolled by the RBI) can be controlled by discount rates of the monetary authority
and by direct interventions of the RBI. Exchange rates under managed floating
system fluctuate according to the influences of the balance of payments. This model
is described in the Appendix.

9.3.1. Dynamics of Response Multipliers

In the adaptive control model, the response multiplier will move from one period
to another. A part of the response multiplier for the initial period of planning is as
follows.

As itis obvious from the response multiplier devaluation would have a negative
effect on national income, it would also have negative effects on government bond
sales, currency to deposit ratio, interest rate, and on the money demand. It is due
to the fact that Indian exports are not normally elastic in response to devaluation
whereas devaluation will reduce import abilities significantly. As a result, national
income and domestic activity would have negative effects, which will depress the
private sector and CD will go down. Due to the down-turn of the economic activity,
there would be less demand for loans, so market interest rate would go down and
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there will be less demand for government bonds. Devaluations also can have an
inflationary effect due to increased import costs.

Government expenditure, on the other hand, would have positive effects on
every variable, which implies increased public expenditure would stimulate the
national income and the private sector as well, despite increased interest rates.
However, it would have an inflationary impact at the same time.

Increased tax revenues would depress the national income, as it would reduce
government bond sales. The lower level of national income would reduce money
supply, and the private sector’s activity, which would be reflected on the reduced
currency to deposit ratio, and the reduced level of money demand (and money
supply). The reduced level of national income in this case would have lowered
price levels and, at the same time, private sector activity would be less (as reflected
in the currency to deposit ratio and money demand) due to an increased market
rate of interest. Although government bond sales would go up, the budget deficit
would be increased due to a lower level of economic activity.

The response multipliers of the system would move over time within an adaptive
control framework. The movement of the response multiplier should be slow
(Tsakalis and Ioannou, 1990). Movements, over the previous observations, are
given in Table 9.5.

9.3.2. Fiscal Dynamics

We can analyze the impact of the public expenditure and tax revenues on the two
most important variables, GNP (Y) and price level (P). The government expenditure
(G) would certainly increase price level and the impact would be intensified. The
impact of the government expenditure on the GNP would be reduced gradually,
and it is consistent with the reduced impacts of the tax revenues on the GNP over
the planning period. Tax revenue would have a gradually declining negative impact
on the GNP and the impact will decline over time. Tax revenue would also have
a negative impact on the price level. The negative impact of the tax revenue on
the GNP is partly explained by the negative impact of tax revenue on the currency
to deposit ratios of the commercial banks, the main indicator for private sector
activities. This will have a negative effect on the growth prospects.

Government expenditure would have a gradually increasing positive impact on
government bond sales due to increasing difficulties of raising taxes. However, it
is not possible to analyze the full effect of monetary and fiscal policies without
analyzing their optimum paths over the planning horizon. Recent experiences show,
although the GDP is growing, according to the estimates of the government at about
8%, the growth is restricted to the financial and service sectors with recessions in
the agricultural sector, the most important part of the economy. Private sectors’
demand for loans has declined. The monetary authority has reduced the rates of
interests and reserve ratios in order to stimulate credit to deposit ratios.
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Table 9.5. Response Multiplier-Period 1.

Exogenous Y GBS P BD CD MS IR
EXR —0.2254 —0.00092 —0.05458—0.00111 —0.00020 —0.00543 —0.00092
G 0.03572  0.00403  0.14849 0.03987 0.00500 0.01466 0.00330
TY —0.03590 —0.01017 —0.15549 0.02791 0.00399 —0.02682 —0.01996
CI —0.00226  0.04592 —0.00606 0.00458 —0.00169 —0.00516 0.06120
Response Multiplier-Period 2

EXR —0.02209 —0.00092 0.05336 0.00125 —0.00013 —0.00570 —0.00097
G 0.03293  0.00568 0.15603 0.03500 0.00091 0.02882  0.00599
TY —0.02961 —0.01240 —0.15688 0.02792 0.00246 —0.04758 —0.02324
CcI —0.00273  0.94546 —0.00387 0.00488 —0.00181 —0.00668 0.06057
Response Multiplier-Period 3

EXR —0.02199 —0.00069 0.05269 0.00133 —0.00042 —0.00573 —0.00062
G 0.03001  0.00499 0.16536 0.02924 0.05923 0.04217  0.00570
TY —0.02470 —0.01149 —0.16281 0.02472 0.07031 —0.06325 —0.02220
Ci —0.00215 0.04676 —0.00252 0.00399 —0.00465 —0.00671 0.06228
Response Multiplier-Period 5

EXR —0.02133 —0.00088 0.05190 0.00152 —0.00201 —0.00595 —0.00089
G 0.02058  0.00558 0.18078 0.01160 0.50890 0.07248  0.00530
TY —0.01676 —0.00410 —0.16655 0.00695 0.55026 —0.07779 —0.01013
CI —0.00268 0.04465 —0.00267 0.00403 —0.01967 —0.00726  0.05953
Response Multiplier-Period 7

EXR —0.02067 —0.00116  0.04987 0.00135 —0.00104 —0.00558 —0.00129
G 0.00733  0.01033 0.16455 0.00048 0.57357 0.10760 0.01206
TY —0.00402 —0.00345 —0.14832 0.01434 0.58067 —0.10904 —0.00869
Ci —0.00200 0.04174 —0.00236 0.00293 —0.02186 —0.00551 0.05566

9.3.2.1. Comparative performances of the planned solution
and the recent history

Historical data relevant for the analysis are given in Tables 9.7 and 9.8. The target
paths are given in Table 9.9 and the experimental solutions are given in Table 9.10.
Target paths are according to the judgments regarding the potentials of the Indian
economy and the constraints it faces. Some of the assumptions used in the solution
regarding the foreign debts are given in Table 9.8. In the target path, national
income and domestic absorption are expected to grow at a rate of 6% a year. Foreign
borrowing should be stable; as a result, its share in the national income should be
reduced. Public expenditures should go up financed by increased tax revenues and
government bond sales. Newly created money stock should grow at a rate of 11%
and major banking instruments like CD, RR, CI, and consequently IR should be
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Table 9.6. Fiscal dynamics.

Periods 1 2 3 5 7

dpP 0.14849 0.15603 0.16536 0.18078 0.16455
dG

dy 0.3572 0.03203 0.03001 0.02058 0.00733
dG

dP —0.15549 —-0.15688 —0.16281 —0.16655 —0.14832
dary

dy —0.03590 —-0.02691 —-0.02470 -—-0.01676 —0.00402
dary

dGBS 0.00403 0.00568 0.00499 0.00558 0.01033
dG

Table 9.7. Debt ratios and foreign borrowings: History.

Year Total debt/ Foreign debt/ Foreign debt/ Foreign borrowings

GNP GNP Total debt (Rupees in billions)
1984 0.45 0.070 0.153 13.8
1985 0.48 0.069 0.143 13.7
1986 0.52 0.069 0.133 19.4
1987 0.53 0.070 0.131 32.7
1988 0.53 0.066 0.123 24.6
1989 0.55 0.063 0.114 26.0
1990 0.55 0.059 0.107 31.8
1991 0.54 0.059 0.111 54.2
1992 0.54 0.060 0.111 53.2
1993 0.57 0.060 0.104 50.7
1994 0.58 0.054 0.098 39.5
1995 0.52 0.051 0.095 44.6

Source: Central Statistical Organization (Govt. of India) and IMF.

stable over time. Budget deficits should be more or less stable. Thus, its share in
the national income should go down.

A comparison of the historical experiences during the reforms since 1991 and
the experimental solution demonstrates that until 1993, growth of the GNP in the
experimental solution is superior to the actual performance obtained during reform.
Although, for the later years since 1996, the estimates of the government suggests
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Table 9.8. Historical data (Rupees in billions, 1990 prices).

Year Y BP G TY LR

1990 52799 —0123.147  924.0 723.6 239.5
1991 52989 —-085.240 9175  779.1 182.8
1992 555277 —093.076  952.2  804.3 178.9
1993 58254  —042.368 1010.1 7494 194.9
1994 62953  —051.494 1047.1 843.3 217.7
1995 6766.1 —0182.164 1091.5  904.2 185.5

Year FB-FP GBS NDA IR CI CD RR

ratio (in %) (in %) ratio ratio
1990 31.8 407.0 1.006.3  15.57 10 0.75 0.15
1991 473 265.5 1.011.3  19.35 12 0.69 0.15
1992 426 272.6 931.7 15.23 12 0.69 0.14
1993  37.5 418.3 942.7 8.64 12 0.66 0.15
1994  26.5 371.4 791.9 7.14 12 0.62 0.15
1995 279 337.7 8223  15.57 12 0.66 0.16
1996 17.2 365.2 1285.7 11.04 12 0.62 0.12
Year P P EXR GDP BD

(CPD Rate of Rs/US$ deflator  (Rupees

index growth index in billion)

(in %)

1990 100 — 17.50 100 —434.61
1991 113.9 13.9 22.74 114.5 —312.82
1992 1273 11.7 25.92 124.9 —319.45
1993 1354 6.4 30.49 135.0 —448.37
1994 1495 104 31.37 149.1 —413.61
1995 164.5 10.1 32.43 159.7 —365.62
1996 179.2 8.9 35.43 173.7 —385.03

Note: CPI = Consumer’s price index.
Source: Central Statistical Organization (Govt. of India).

higher rates of growth for the GNP, it was not clear what was the source of this
additional growth. Industrial sector since 1996 and until 2000 in particular, has
stagnated. Agricultural growth is not at all significant. Perhaps, the service sector
is the only growth factor during the recent years, at least until 2000.
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Table 9.9. Target (Rupees in billions, 1990 prices).
Year Y BP G TY LR
1990 5000 —70 1301 650 198
1991 5325 —63 1321 692 228
1992 5671 —56 1288 737 243
1993 6039 —54 1337 785 259
1994 6431 -51 1389 830 273
1995 6849 —47 1485 890 293
1996 7294 —43 1487 948 312
1997 7768 —43 1500 1009 332
Year FB-FP GBS NDA IR CI CD RR
ratio (in %) (in %) ratio
1990 29 350 850 9.5 9 0.75 0.12
1991 30 372 798 9.5 9 0.80 0.10
1992 33 396 850 9.5 9 0.82 0.10
1993 35 422 905 9.5 9 0.84 0.10
1994 37 450 1.025 9.5 9 0.86 0.10
1995 39 479 1.090 9.5 9 0.86 0.10
1996 42 510 1.000 9.5 9 0.86  0.09
1997 45 543 1.160 9.5 9 0.86  0.09
Year p EXR
index  Rs/US$
1990 100 17
1991 108 20
1992 116 20
1993 126 20
1994 136 22
1995 148 22
1996 160 22
1997 165 22

Source: Central Statistical Organization (Govt. of India).
(Targets are created by author’s own observations on the corresponding

targets of the Indian Planning Commission and the actual achievements of
the economy over the historical period.)

169
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Table 9.10. Planned solutions (Rupees in billions, 1990 prices).

Year Y (Rate of BP G TY FB-FF
growth (in %))

1990 5162.16 —98.07 877.56 672.16  27.34
1991 5345.41 (3.55) —74.83 908.72 74835  29.01
1992 5558.69 (3.99) —61.14 1000.56  750.38  26.15
1993 5883.32 (5.84) —58.83 941.33 764.83  24.29
1994 62.3.37 (5.44) —45.82 1054.57 818.84  22.08
1995 6535.25 (5.35) —41.74 1176.34 849.58  20.68
1996 6908.41 (5.71) —-37.54 1174.43 94145  20.70

Year GBS NDA IR (in %) CI (in %) CD ratio RR ratio
1990 344.86 878.56 6 8.5 0.84 0.13
1991 370.38 908.72 5.7 8.5 0.76 0.12
1992 378.30 944.97 5.8 7.7 0.78 0.12
1993 398.72 941.33 5.8 7.3 0.78 0.10
1994 422.86 992.54 5.2 6.8 0.81 0.08
1995 43493 1045.64 5.3 6.6 0.83 0.08
1996 450.94 1105.34 5.3 6.5 0.84 0.09
Year P index Rate of BD EXR Rs/

growth (in %) US$
1990 100 — —-361.34 16.5
1991 109.9 9.9 —-374.18 17.1
1992 122.1 11.1 —377.99 184
1993 127.7 4.6 —405.94  19.7
1994 138.3 8.3 —434.23 209
1995 148.6 7.4 —444.39 225
1996 157.9 6.3 —455.95 23.6

The experimental solution gives much more importance to the government
expenditures, bond sales, and net domestic asset creations by the central bank with
reduced interest rates and reserve ratios in the commercial banks; however, budget
deficits would go up slightly. In recent years, balance of payments deficits are
worse than those in the experiment. This shows a basic characteristic of the Indian
economy that the economy depends crucially on the public activity. The slowdown
in the industrial sector during the period 1992—-1996 can be directly attributable to
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the reduced activities and curtailments of public investments program under the
reform program.

Price level under the experiment demonstrates lower rate of inflation than the
historical experience. This is due to the reduced level of interest rates and reserve
ratios, which can stimulate domestic productions in the private sector and increase
the level of output, which can in turn achieve lower inflation rates. Monetary policy
in the experiment is expansive to support a growing economy. Net domestic asset
creation by the central bank has a higher rate of growth than those in recent history.
Interest rates are lower, reserve ratios are lower too, as a result credit to deposit
ratios are higher, which helps growth of the real economy.
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The contractionary policy followed during the reform period has the result of
a lower credit to deposit ratio. As a result, expansion of the private sector was not
as it was expected from the reform. At the same time, in reality, public investments
have suffered. The industrial recessions from 1996 to 2000 was the result of these
two factors.

Even with expansionary monetary policy, the rate of inflation is lower in the
experiment due to higher rate of growth of the real economy and a lower rate of
devaluation. Devaluation is the cornerstone of the reform program; the objective
was to expand exports. The result was a much higher cost of imports. India’s imports
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are mainly essential items, so it is not possible to reduce these even if the rate of
devaluation is high. The result of devaluation is increasing costs of raw material;
crude petroleum is one such item, which can increase the rate of inflation.

As inflation is also the result of shortages in a developing economy, expan-
sionary monetary and fiscal policy, by increasing real output can reduce inflation.
The reform program, on the other hand, has used the logic of demand manage-
ments to reduce inflation, which is not valid for an economy like India. In the above
experiment, government expenditures, bond sales, and budget deficits are higher
when compared with those achieved during the reform period. These are highly
desirable for a growing economy.
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The idea that contractionary fiscal policy can automatically stimulate the
economy by making more room for the private sector is not valid in India or in a
growing economy, where growth of the private sector depends in many ways on
the expansions of the public sector. Contractions in the public sector means, in
this type of framework, contractions in the private sector too, which can explain
the slowdown of growth in the industrial sector during the early stages of the
reform program and stagnation in the small- and medium-sized industries during
the reform until about 2000.

In the external sector, balance of payments’ situation has not improved during
the reform period; the amounts of deficits in the balance of payments, in fact,
increased in some cases. In the experiment given above, rate of devaluation is
much slower and the deficit in the balance of payments is lower in magnitude.
India’s exports increased due to devaluations only for a short period, afterwards
stagnated while cost of imports went up and up. The resultant foreign debt and
borrowing are higher as a result during the reform period when compared with
those in the experiment given above. The expectations that reforms would bring
floods of foreign direct investments has yet to be fulfilled, although in recent years
there are indeed floods of short-term portfolio investments which can damage the
economy in the longer run.

We have also seen that budget deficits have grown at alarming rates. If we want
to reduce these, we need to reduce growth rate, which may make the debt situation
worse in future. The usual solvency criteria suggest that the rate of growth of the
economy should be more than the interest rate to be paid on public debt. If we
assume that rates of growth of public revenues will follow rates of growth of the
economy, it is possible for the economy to sustain itself with a growing public
debt. However, with growing public debt, the primary deficit may outstrip the
revenues and then the financial crisis may emerge. It is possible, however, for India
to approach the problem from several angles, first is to increase the efficiencies of
public enterprises by restructuring, redesign of managements, and more efficient
supplies of raw materials. There is a need to increase the tax base of the economy
by incorporating agricultural income. Public subsidies, which are not designed for
the poor should be curtailed. Efforts should be made to collect the defaulted bank
loans of the large private sector firms; the total amounts of the unpaid bank loans of
large private sector corporations are now more than Rs.150 billion which seriously
undermined the viability of the banking sector.

9.4. Conclusion

The reform process has the desired goal to create a liberalized economy in India
by removing the mixed economic system that used to prevail. The results of this
reform have not yet touched the majority of the people positively. Instead, there is a
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growing fear of loss of all benefits of the mixed economic system. The expectations
of high level of inflows of foreign direct investments to substitute public investments
have not materialized yet. There is no longer any political consensus either for the
reforms. In view of this, it is important to examine what could have happened if
India had maintained the mixed economic system and what type of monetary fiscal-
exchange rate policies would be most suitable. We can see from the experiment, the
mixed economic system where the private sector is regulated through monetary-
fiscal policies could perform better than the so-called reform program.

Appendix A

The Policy Model

We describe below a model of the Indian economy. The model accepts the definition
of balance of payments and money stock according to the “monetary” approach
(Khan, 1976; Khan and Montiel, 1989) but without any explicit investment or
consumption function.

Absorption function
Domestic absorption reflects the behavior of both the private and public sector.

A Y
(—) =aop+ aj E(F) —ayE(IR); — a3XR; + uy; (A.1)
t t

P
where A; is the value of domestic absorption, P; is the domestic price level, Y; is the
national income, IR; is the market interest rate, XR; is the exchange rate between
the rupee and the dollar, u, is distributed normally with zero mean and a given
variance 0. E signifies the expectation operator.
The relation between the national income and absorption can be defined as
follows

Yt = Al‘ + Rt (A2)
The government budget deficit (BD;) is defined by Eq. (A.3)
BD; = (Gy+ LR+ PF;) — (TY;+ GBS; + AF; + FBy) (A.3)

EXR; is the exchange rate, 7Y is the government tax revenue, G, is the public con-
sumption, GBS, is the government bond sales, LR; is the net lending by the central
government to the states (which is not part of the planned public expenditure) and
R; is the changes in the foreign exchange reserve reflections of the behavior of the
foreign trade sector. PF is the foreign payments due to existing foreign debts which
may include both amortization and interest payments, AF’; is the foreign assistance
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which is an insignificant feature, FB; is the total foreign borrowing assuming only
the government can borrow from foreign sources.

We assume AF; and LR; as exogenous, whereas FB;, G, and TY; as policy
instruments. PF; depends on the level of existing foreign debt and the world interest
rate WIR;, although a sizable part of the foreign borrowing can be at a concessionnal
rate.

WIR
PF;, = a4 + as E . FB, + a¢ (EXR) (A4)
r——

Governmentbond sales (GBS;) depends on its attractiveness reflected on the interest
rate (IR;), the ability of the domestic economy to absorb (A;), the requirements
of the governments (G;), the alternative sources of finances reflected on the tax
revenue (7Y,), and government’s borrowing from the central bank, i.e., NDA;. the
net domestic asset creation by the central bank.

GBS; = a7+ agA; + aglR; + a10G; — a1 TY; — a;nNDA; (A.5)

Monetary sector
We assume flow equilibrium in the money market, i.e.,
AMD, = AMS, (A.6)

where MD; is the money demand, MS; is the money supply. The stock of money
supply depends on the stock of high powered money and the money-multiplier, as
follows

|: (1+CD) i|
MS; = | ———<-| (AR+ NDA), (A7)
(CD+ RR) |,

(AR; 4+ NDA;) reflect the stock of high powered money and the expression within
the square bracket is the money multiplier which depends on credit to deposit ratio
of the commercial banking sector (CD;) and the reserve to deposit liabilities in the
commercial banking sector (RR;). Whereas NDA; is an instrument, A R; depends
on the foreign trade sector. However, the government can influence CD, and RR;
to control the money supply. RR;, which is the actual reserve ratio depends on the
demand for loans created by the private sector and commercial banks’ willingness
to lead. Actual reserve can be influenced by the statutory reserve limit set by the
central bank. As in the case of India, the actual reserve is always at a higher level
than the statutory reserve limit, so we accept, the reserve ratio for a developing
country is mainly influenced by demand factors such as the market rate of interest
and national income. We assume that the desired reserve ratio RR; is a function of
national income and market interest rate.

RR;k =ai;3+asY; + aisIR, (A.8)
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The commercial banks may adjust their actual reserve ratio to the desired reserve
ratio with a lag.

RR; = a(RR; — RR}_)) (A.9)
where 0 < o < 1; we can rewrite Eq. (A.8) as follows
RR;k =aa;3 +aasYr +aisIR + (1 —a)RR;— (A.10)

The ratio of currency to deposit liabilities with the commercial bank system is
affected by the opportunity cost of holding currency as measured by the market
interest rate and national income representing the domestic economic activity.
Khan (1976) has postulated that the effect of national income should be negative
because “individuals and corporations tend to become more efficient: in their man-
agement of cash balances as their income rises”. However, a different logic may
emerge in a developing country where the use of banks as an institution is not
widespread, particularly among the labor force. If there was an expansion in eco-
nomic activity, the entrepreneurs would have to maintain a huge cash balance and
run down deposits simply to pay various dues, because most payments would have
to be made in cash. It is possible that corporations would be more efficient, with
an initial adjustment lag. We, therefore, expect the sign of the coefficient for the
current national income to be positive and that for the lagged national income to
be negative.

CD; = aje + a171R; + a1gY; — ai9Y; (A.11)

The demand for money is assumed to be a function of the money market interest
rate and the national income.

(MD); = azo — a21(UR;) + axn(Yy) (A.12)

Prices and interest rate

The money market rate of interest (IR) is determined by the supply of money,
national income, and the central bank discount rate.

IR, = az3 — a9 (MS;) + ax9(Yy) + axs(Cly) (A.13)

The domestic price level depends on domestic economic activity, (particularly
changes in the agricultural sector) and the import cost (/MC;). The import cost
in turn depends on the exchange rate (EXR;) and world price of imported goods
(WPM;). We assume the desired price level (P;) is represented by the following
equation:

P = ay; — axs(As) + ar(IMCy) (A.14)
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The desired price level reflects the private sectors’ reaction to their expected
domestic adsorption of the expected import cost. Suppose that the actual price will
move according to the difference between the desired price in period ¢ and the
actual price level in the previous period

APt=B(Pf—P_1); 0<B<l1 (A.15)
Thus, we get
Py = Paxy — Paxg(As) + Paxg(IMCy) + (I — B) P (A.16)
The import cost (IMC;) is represented by the following equation
IMC; = a3o — a31(EXRy) + azo(WPM;) (A.17)

The exchange rate EXR; can be an instrument variable whereas world prices of
imported goods (WPM;,) is an exogenous variable.

Balance of payments

The balance of payments (R) is equal to the changes in the stock of international
reserve, i.e.,

AR, = X, — IM, + K, + PFT, + FB; — PF, + AF, (A.18)

when X; is the value of exports, IM; is the value of imports, K; is the foreign
capital inflows, PFT; is the private sectors’ transactions, FB; is the foreign bor-
rowing, PF; is the foreign payments by the central bank and AF; is the foreign aid
and grants; where X; PFT;, K;, and AF,; are exogenous.

Import IM; is determined by the national income, and the import cost, i.e.,

IM; = a33 + azaY; — azs(IMCy) (A.19)

The above analytical structure was estimated using expected values of each vari-
ables, with expectations being adaptive. The estimated parameters were used as
the initial starting point for the stochastic control model.

Estimations

The model was estimated using FIML (Full Information Maximum Likelihood)
method. The FIML estimates are as follows (R” and R refers to the corresponding
2 SLS estimates).
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Estimated model

1. A, = 0.842Y, +0.024A,_; — 1.319IR, + 1.0511R,_; — 284EXR,
(3.48)  (1.74) (134)  (1.16) (1.29)
+55191.5

(4.87)

R? =099, R> = 0.92, DW = 1.76, p = 0.27
2. Y)=A+R;

4. PF, =1148.80 + 0.169CFB;_1 4 144.37TAWIR;

(1.48)  (2.39) (1.89)
5. GBS, = 0.641G, + 0.677G,_1 + 1.5911R, — 0.33AF,
(1.14)  (1.41) (1.64)  (0.23)
R2=0.89, B> = 0.84, DW =2.36, p = 0.23
(1.51)

6. AMD = AMS
7. (MS); = [(1 +CDy)/(CD; + RR)I(AR, + NDA)

8. RR; =0.008Y; —0.002Y,—1 + 1.2571R, + 2.7031R,—; — 0.003T

(.47) (—1.84)  (1.87) (1.88) (2.87)
10.065
(2.72)
R2=0.86, R° =0.79, DW = 2.88, p = 0.26
(1.23)
9. CD, = 0.4391IR, + 0.158CD,_; + 0.0007Y; + 0.009Y;_
(—1.49)  (1.16) (1.56) (1.73)

—0.0057T 4 0.193
(—6.269) (11.95)
R2=094, R2=0.92, DW =122, p =0.64
4.21)

10. MD; =2.733 RR, —2.19 IR, + 1.713 IR,_1 + 1.275 Y, — 113335.0

(=2.52) (—=0.24) (2.17) (6.67) (—0.088)

R?=0.86,R2 =081, DW = 1.92, p=0.26
(1.31)
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11. IR, =0.413 MD,_1 — 0.814 IR;_1 4+ 8.656 CI; — 1.351 CI,—

(1.93) (1.403) (1.68)
+0.406 Y;_1 —7.02
(1.56) (—1.84)
R?>=10.98, R2=0.95, DW =248, p=0.58
(3.21)

12. P, = 0.0004 A, +0.0002 A,_; + 0.105 IMC, + 0.421 P,_; + 32.895
(=5.71)  (1.77) (1.48) (3.79) (1.87)
R?=0.98, R2 =0.93, DW = 2.09, p = 0.48

13. IMC; = 5.347 + 19.352 WPM, + 9.017 EXR,
(1.34)  (2.03) (0.97)
R?2=0.98, R2 =0.97, DW =2.07, p = 0.31
(1.37)

14. R, = X, — IM, + K, + PFT, + FB; — PF, + AF,

15. IM, = —24.04 — 0.025 IM,_; + 0.104 Y, — 0.089 Y¥,_; — 0.654 IMC,
(—0.82)  (—0.86)  (1.59) (9.21) (—1.26)
+1.123T

(0.27)
R?>=0.96, R2=10.92, DW =2.52, p = —0.62
(—1.72)
16. CFB, = Y!__,, FB,
A2 = 563.09

Appendix B

Stability of the Model
Characteristic roots (real) of the system transition matrix

—0.0000008
—0.0000008
—0.1213610
0.2442519
0.3087129
0.5123629
0.7824260



Structural Adjustment Program and Public Fiscal Policy in India, 1990-1995 181

0.0000001
0.0000001

All the roots are real and they are less than unity, so the system is stable. (In the
equivalent control system, the rank of the controllability matrix is the same as
the dimension of the reduced state vector so that the system is controllable and
observable, i.e., the system parameters can be identified.)

We can, however, transform our model to the following form:

Yi=pYi_14+e t=1,2,...,n (B.1)

where p is a real number and (e;) is a sequence of normally distributed random
variables with mean zero and variance atz. Box and Pierce (1970) suggested the
following test statistic

Qn=nYy_ r; (B.2)
k=1

where

n n
e = Z 181k (Z é?) (B.3)
t=k+1 =1
n = the number of observations, m = n — k, where k = the number of parameters

estimated, and ¢; are the residuals from the fitted model.

If (Y;) satisfies the system, then under the null hypothesis, Q,, is distributed
as a chi-squared random variable with m degrees of freedom. The null hypothesis
is that p = 1 where ¢, = Y; — Y;_; and thus k = 0. The estimated Q,, is 3.85
where the null hypothesis is rejected at 0.05 significance level. So, we accept the
alternative hypothesis that if p < 1, therefore the system is stable.

Das and Cristi (1990) have analyzed in detail the condition for the stability and
robustness of the time-varying stochastic optimal control system. The condition is
that the dynamic response multipliers of the model should have slow time varia-
tions. The estimated response multipliers of this model satisfy conditions of slow
time-variations (Das and Cristi, 1990; Tsakalis and Ioannou, 1990).

Notations

A = Domestic absorption
AF = Foreign receipts (grants etc.)
BD = Government budget deficits
CD = Credit to deposit ratio in the commercial banking sector
CFB = Cumulative foreign borrowing, i.e., foreign debt over a period of
20 years
CT = Discount rate of the RBI
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FB = Foreign borrowing
G = Government expenditure
GBS = Government bond sales
IM = Value of imports
IMC = Import price index (1990 = 100)
IR = Interest rate in the money-market
K = Foreign capital inflows
LR = Lending (minus repayments to the states)
MD = Money demand
MS = Money supply
NDA = Net domestic asset creation by the RBI
P = Consumers’ price index (1990 = 100)
PFT = Private foreign transactions
PF = Foreign payments
R = Changes in foreign exchange reserve
RR = Reserve to deposit ratio in the commercial banking sector
TY = Government tax revenue
T = Time trend
WPM = World price index of India’s imports (1990 = 100)
WIR = World interest rate, average of European and US money market rate
EXR = Exchange rate (Rupee/US$)
X = Value of exports
Y = GNP at constant price of 1990
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CHAPTER 10
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10.1. Introduction

Turkey has gone through various structural economic transformations towards
higher integration with the world economy since the 1980s, and Structural
Adjustment Programmes (SAPs) have been put in place for this purpose with the
guidance of the IMF and the World Bank (see Aricanli and Rodrik, 1990; Nas and
Odekon, 1992). In many developing countries, SAPs exhibit a close association
with trade reforms, deregulating price systems and the privatization of state-owned
enterprises so as to restructure the economy in the medium and long term. In some
cases, like in Turkey, they occasionally include some austerity measures to stabilize
the economy in the short run. These reforms, by and large, tend to disassociate
poverty in adjusting countries. It is expected that economic reforms and moves
towards greater openness, and an increasing reliance on the market mechanism
would improve income distribution. This is due to increasing the labor-intensive
economic activities and providing new opportunities to increase income for the
poor, especially in rural areas after the economic reforms. !

IThe well-known theoretical support for this expectation has been provided by the
Hechscher—Ohlin theorem of international trade theory. This theory postulates an exchange
of relatively labor-intensive exports with capital-intensive imports in foreign trade for coun-
tries possessing more labor than capital.
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These structural changes in an economy can be expected to have some distri-
butional consequences. However, the empirical results appear to have been very
mixed regarding the direction of these effects. The supporters of the SAPs generally
put forward the fact that economic reforms restore the confidence of international
lenders and encourage foreign direct investment (FDI). This, in turn, stimulate eco-
nomic growth and ultimately helps everybody in adjusting countries to improve
their living standards. Improvements in income distribution in adjusting countries
could also happen through more liberal international trade, which brings about
more efficient factor allocation and therefore generates economic growth and higher
income. In addition, higher trade and openness are expected to bring about asso-
ciated benefits such as technology and investment, stimulating economic growth
and, in turn, the opportunity of having higher income for vulnerable groups within
the countries in question. This could then be expected to generate positive distri-
butional effects and alleviate poverty in the adjusting country.?

The critics of the reforms’ programs, on the other hand, place emphasis mainly
on the fiscal restraints imposed by austerity measures, and point out that external
balance and reductions in aggregate demand worsen poverty in absolute terms.
Besides, the mobilizing of the labor force towards the production of exportable
goods and new incentive structures of new-trade regime may sometimes encourage
formal and/or informal employment of vulnerable groups such as women and the
unskilled labor force with extremely low wages,> and may even result in their
unemployment, especially in import-competing sectors. This may contribute to
an increase in poverty because vulnerable groups are often less able to insure
themselves against the effects of such transformations.

In this respect, Turkey is a promising case to launch an empirical investigation.
This is mainly because it has been widely regarded as a successful example of
countries implementing these economic reforms (Saracoglu, 1987). However, the
openness of the Turkish economy has never been evaluated on the basis of the
consequences regarding poverty. There has also been little empirical attention to
the income distribution issue in Turkey (see Giirsel et al., 2000; Harrison et al.,
2003; Yemtsov, 2001). Using the cross-sectional survey data, Giirsel et al. (2000),
for example, finds that overall inequality in the Turkish economy from 1987 to
1994 slightly increased. They also find that almost 16% of the total population was
below the poverty line in 1987 while it was only 15% in 1994. Despite this slight

2These positive effects would be subject to the share of wage earnings in total income. If this
share is very small, then closing the wage gap as described above would have very limited
positive distributional effects on inequality.

3Despite the general expectation that increased demand for unskilled labor would increase
wages in exportable sectors, institutional or legal restrictions on the wage adjustment and
high inflation could suppress the real wage for unskilled (or even skilled) labor (see Boratav,
1990).



Openness to Trade and the Poverty of Female-Headed Households in Turkey 189

improvement overall, there is no empirical evidence regarding the effects of trade
reforms and openness on the poverty of vulnerable groups such as women.

The purpose of this paper, is therefore, to examine the level of well-being of
women in Turkey, and also to assess how the poverty of women has changed over
time. There could, in general, be various limitations for this kind of research. Most
importantly, the published household survey data do not include any information
according to the classification between men-and-women, but rather contains a
classification with respect to male- and female-headed household division. Within
this limitation, this paper aims to investigate the following questions: (i) is there
any difference between incidences of poverty of households in different sectors?
(ii) is there any significant difference in the incidences of poverty between male-
and female-headed households? (iii) to what extent have these benefits or losses
created by trade reforms and openness been in favor of or against the female-headed
households (FHHs) within the sectors? (iv) what happened to this difference over
time? (v) has the process of economic reforms in Turkey contributed positively to
close the gap in poverty between male- and female-headed households?

The remainder of this paper is organized as follows. Section 10.2 summarizes
the interaction between trade reforms and the well-being of women in adjusting
countries. In Section 10.3, we briefly discuss the data and the methodology of
measuring poverty. The empirical findings of this paper are presented in Section
10.4. Finally, Section 10.5 sets out our conclusions.

10.2. Adjustment, Poverty, and Women

The distributional effects of structural adjustment have been discussed in great
detail in the context of trade reforms (e.g., Cagatay, 2001; Harrison et al., 2003;
Winters et al., 2002). As an integral part of large-scale reform packages, trade
reforms in developing countries are expected to expend the trade of these countries,
and it is expected to become beneficial to not only reforming countries and their
citizens but also to all participating countries. This expected result derives from
mainstream trade theory, which is built upon the presumption that specialization in
production according to the comparative advantages of a country leads to a more
efficient allocation of economic resources and results in higher level of output
and growth in reforming countries. Growth will, in turn, promote development
and improve income distribution and reduce poverty. This belief is intellectually
based on the fact that labor is the most abundant factor of production in many
reforming developing countries, and that trade reforms and greater openness should
raise the earnings of those living in poverty earlier. Proponents of this view have
grown more insistent, arguing that globalization is good for the poor on account
of its presumed impact on growth (see Dollar and Kraay, 2000; Edwards, 1993;
Sarch and Warner, 1995). In an empirical study based on the panel data of a group
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of developing countries, Dollar and Kraay (2000), for example, find a favorable
impact on the inequality of trade liberalization. They then come to a conclusion that
a more open-trade regime positively contributes to economic growth and reduce
inequality, ceteris paribus. Easterly (2001), which is another well-known empirical
study in the literature, on the other hand, shows that the poor benefit from output
growth generated by SAPs less in countries with many conditional loans than in
countries with few loans. He, hence, implicitly reaches the conclusion that poor still
remain poor after implementing the IMF-World Bank-based SAPs. Additionally,
Garuda (2000) examines the distributional impacts of the IMF-supported programs,
and finds further evidence of a significant deterioration in income distribution in
countries which implements the IMF programs compared to those which do not.

Similarly, there have been a great deal of empirical studies both against and
in favor of the openness-and-growth relationship, but any positive link seems to
have not yet been proven. However, there is no concrete evidence that they are
harmful to growth either. More recently, Rodrigues and Rodrik (2000) investigate
the reason behind this divergence among the results of empirical studies in the
literature, and then criticize them for their misuse of econometrics. They ultimately
argue that trade plays a secondary role compared to more influential factors, such
as institutions and geography. They also demonstrate that there is no satisfactory
evidence to support the assumption that trade liberalization has a positive impact
on economic growth. This inconclusive result of cross-section studies in literature
has prompted some economists to take into account of country-specific factors and
encouraged case studies which include the different features of each society and
of population (see Harrison et al., 2003).

Economic growth, certainly, is not the only channel, through which trade lib-
eralization affects poverty and income distribution. Trade reforms, and increased
reliance on the market mechanism create other opportunities for the poor to increase
their income levels more directly than through economic growth. In this respect,
Winters et al. (2002) report two additional channels, through which openness would
influence income distribution and poverty of households. These channels relate to
certain features of the poor households in a typical developing country. First, a
majority of poor households are occupied in self-employed economic activities and
produce goods and services for the market. An increase (decrease) in the price of
something that the household is net seller in response to trade reforms may increase
(decrease) its income level, and may alleviate (exacerbate) poverty. Second, these
countries are labor abundant, and wage earning constitutes another major source of
income for households. Structural adjustment associated with trade reforms gives
particular importance to external balance and aims to move available economic
resources towards the production of exportable goods, which boosts demand for
labor, and in turn may increase wages. However, this adjustment does not neces-
sarily alleviate poverty. If the poor are mostly unskilled, while the production of
exportable requires skilled or semi-skilled labor, then poverty will be unaffected or
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possible worsened. Similarly if unskilled labor is employed primarily in the non-
tradable goods sector, while exports need the use of skilled or semi-skilled labor,
then the adjustment accompanied by real depreciations of domestic currency could
even have a negative effect on poverty.

This is particularly true for women. Being a woman in a developing country
is generally seen to be the key determinant of vulnerability. In the period of such
an adjustment, women are likely to be even more vulnerable to increased unem-
ployment and other types of insecurity. In comparison with men, women mostly
suffer the burdens of economic crises and adjustment disproportionately not only
in developing countries, but even in developed market economies. While men and
women, for example, may lose their jobs in the case of an economic crisis and/or
economic adjustment, women may find harder to regain new jobs than men due
to the lack of education and skills, the life-cycle issue (younger, and even single
women may be favored in job applications) and the lack of access to capital to set
up their own business (e.g., Anker, 1997). Additionally, the lives of women in many
developing countries are centered around child-rearing at home and have their
mobility in public restricted by some social and religious norms.* They then become
unable to benefit from new opportunities brought about by reforms. This nature of
the female labor force naturally generates sex segregation in labor markets in LDCs
with a male labor force in high-paid manufacturing sector activities and a female
labor force in relatively low-paid manufacturing sector activities (for example, in
the textile industry and service sectors) (Selim and [kkaracan, 2002). Additionally,
in the periods of economic reforms and stabilization after economic crises, women
become extremely vulnerable to the removal of subsidies, increasing charges for
public services, and rising prices. This issue requires particular attention in the
case of a developing country like Turkey where primary sectors such as agriculture
occupy a great extent of the total labor force in the economy despite their low share
of the GDP. After changing the incentive structure against the agricultural sector,
agricultural households, particularly FHHs, are exposed to world competition and
become unable to take advantage of new opportunities created by SAPs in other
sectors. This is mainly because of lack of adequate education and skill, and above
all, due to the limited mobility of the female labor force.

In addition to these elements of vulnerability of women in developing coun-
tries, economic reforms and trade liberalization would also help establish positive
contributions to alleviating poverty of women and FHHs. Apart from new income
opportunities, reforms towards more liberal trade regimes may change the pattern
and condition of paid and unpaid work for women. Help closing the wage gap
between men and women and in turn alleviating women’s poverty, allow them to

4Since the data we use in this paper utilize income data of households and do not contain
any information that may show the social burden of the other responsibilities such as caring
for children, or providing labor service to the recreation of the male labor force.
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establish their own control over their assets, and even in some cases result in some
changes in public provisioning of services (see Cagatay, 2001). Recent empirical
studies have mostly put particular emphasis on women’s participation rate into
paid employment and have shown that female employment has globally increased
during the particular period corresponding to trade liberalization in developing
countries. Cagatay (2001) implies that this is a clear support for the thesis that
greater openness and export-orientation in developing countries are associated
with the feminization of paid employment. This is mainly because manufacturing
exports in these countries appear to be female-labor-intensive economic activities
such as textiles, apparel, and food processing, the production of which requires
labor intensive technology and mostly the use of a cheap and unskilled labor force.
Increases in the demand for exportable goods in the period of adjustment towards
the production of tradable goods boost demand for female labor, and in some cases,
substitute female for male labor. This helps to close the wage gap between men
and women. Hence trade liberalization and structural adjustment in this kind can,
to some extent, be seen as beneficial for women in reforming countries.

Although women and men are affected by trade reforms and openness dispro-
portionately, gender has largely been ignored in the discussions concerning the
interaction between poverty and trade reforms at both theoretical and empirical
levels. This is primarily because of the difficulty to find gender-differentiated
data in practice. Nevertheless, women are the key determinant of vulnerability
and would constitute the major source of poverty in some reforming countries
like Turkey. It is, therefore, important to examine how reforms and adjustment
affect the poverty level of this vulnerable group even with the limitations of the
available data.

10.3. Issues in Measuring Poverty

Poverty is defined as a status of a person whose social welfare level is below
the minimum level of a certain living standard of a society determined by some
absolute or relative measures. These measures can be constructed by a choice of a
proper variable such as wealth, permanent income, annual income or consumption
as an indicator of living standards. Since the wealth of households is difficult
to determine, any measure based on it can be seen as unreliable. The choice of
permanent income, on the other hand, requires a formation of expectation on the
flow of future income, and hence a poverty measure based on it is to be subject
to uncertainty and expectational errors arising from the forecast of this future
income. Nominal income, however, is readily available in all household surveys
and shows the potential purchasing power of households, and it is used very often
in the literature, as in this research, to construct a monetary measure of poverty
(see Atkinson, 1975 for further discussion).
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In empirical research, there are three crucial issues that should be taken into
account in measuring poverty. The first issue is the choice of an appropriate unit
of analysis. The conventional analysis of poverty, which is based on the concept
of income poverty or private consumption patterns, takes the households as the
unit of analysis, implicitly assuming that all available resources are shared equally
within the households. The second issue relates to the identification of the poor,
and requires the construction of a monetary poverty line, so that all those below this
line are considered as poor. Finally, the third issue involves the choice of proper
aggregate measurement of poverty, which could capture all available information
about being poor. In the following analysis, these three issues are discussed in
detail.

10.3.1. Choice of Equivalent Scale

The first issue that should be taken into account is to answer the question of among
whom income distribution should be considered. Of course, the answer for this
question is individuals. However, the data in practice is collected for households but
not for individuals. The standard units of assessment in statistical surveys are taken
as the household, in which the incomes of all household members are aggregated.
In order to have individual equivalent income measure in this respect, household
income is divided by an appropriately calculated equivalent scale. In this regard,
there are two different ways to calculate an equivalent scale (V). In the first one,

N=14+a(s;—1)+ Bsk (10.1)

where s, and s; are the number of adults and children in the household, respectively
and o and B are their own constant parameters. Unlike in Eq. 10.1, the equivalent
scale can also be calculated as follows:

N=S% 0<e<l (10.2)

where S is the household size, e is the elasticity of the rate of scale with respect
to household size. Equation (10.2) is the most commonly used way of calculating
an equivalent scale measure in the established literature. In the one extreme case
where e equals unity, no economies of scale exist and a family of two requires twice
as much disposable income as a family of one to reach the same level of welfare.
At the other extreme situation where e equals zero, economies of scale are perfect,
so that a household of two, or for that matter a household of any number, can live
exactly as well as a household of one with no increase in their disposable income
(see Burkhauser et al., 1996 for further discussion).

Recent studies on income equality and poverty have used the equivalence scale,
which is calculated as in Eq. (10.2), and the value of e varies slightly between 0.50
and 0.55. OECD (1998) and Atkinson (1995), for example, used 0.5 as a scale
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value of e in the studies for OECD and EU countries, respectively. In the present
research, the same equivalence scale measure as in OECD (1998) is employed to
convert the disposable income of households to disposable income per equivalent
adult. Then, the disposable income per equivalent adult is accordingly calculated
as follows:

R;
Yij = Se (10.3)
where R; and Y;; stand for household income and disposable income per equiv-
alent adult. Having discussed equivalent scale, there are two further issues left in

measuring poverty.

10.3.2. Construction of a Poverty Line

The second issue that we encountered in such a study on poverty is to identify the
poor among the whole population. This problem is simply resolved by selecting a
properly defined poverty line. However, the identification of this poverty line is an
arbitrary process, and any poverty measure constructed with respect to different
poverty lines may give rise to different poverty rates. In the literature, a poverty
line can be constructed in either absolute or relative sense. In absolute sense it
is, for example, determined by the cost of minimum food requirement which is
necessary for subsisting life. However, if someone wishes to compare the poverty
lines of different countries, then it is appropriate to use the relative poverty line
approach. This is also an arbitrary process, and generally one portion of median
income (40%, 50% or 60%) is accepted as the poverty line.

There have been various independent individual attempts to construct a poverty
line in Turkey. Celasun (1986) is the first of such attempts. He defines three poverty
lines for three years (namely 1973, 1978, and 1980) and calculates the proportion
of poor in total households. He estimates 32% of the total households being poor
in 1973, 25% in 1978, and 30% in 1980. He accordingly comes to the conclusion
that both the rural-urban immigration and the relative smaller share of the poor
within non-agricultural households accounted for this downwards trend over time.
Dumanli (1996) is another study, which determines poverty lines for Turkey for two
years, namely 1987 and 1994, by using the minimum-food-energy-intake criterion.
Using the poverty lines estimated by Dumanli (1996), Dansuk (1997) calculates
an absolute poverty rate for Turkey, which indicates 15.2% of the total population
being poor in 1987. Erdogan (2000), on the other hand, calculates an alternative
poverty line based on the 1994 Household Consumption and Expenditure Survey
and Income Distribution Survey data. In order to identify poverty, she uses two
criteria, namely the cost of minimum food expenditure and the cost of basic needs
(including housing, clothing, and transportation and furniture expenditure). Using
the first criterion, she estimates the absolute poverty line being 8.4% of the total
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population, whereas 23% of the total population are below the poverty line with
the second criterion.

Unlike these country-specific measures, the 2.5% proportion of the total pop-
ulation is more commonly taken as the critical rate for absolute poverty in com-
parison with the internationally comparable one-dollar per day poverty line (World
Bank, 2000). There is, nevertheless, no absolute poverty problem in Turkey with
the low poverty rate of 7.2% (Yemtsov, 2001). This study put particular emphasis
on the importance of economic vulnerability and its likely distributional conse-
quences in Turkey. The study further brings about the fact that 36% of the total
population have consumption expenditure below the economic vulnerability line,
which compromises the costs of both minimum food basket and basic non-food
spending. A recent study by Giirsel et al. (2000) also uses the same methodology
as the World Bank and shows that relative income poverty improved slightly from
1987 to 1994. The present research also employs the relative poverty approach, and
the poverty line was determined by the income threshold, which is the equivalent
of 50% of the median disposable income per equivalent adult.

10.3.3. Choice of Poverty Measures

Another issue to be resolved is the choice of appropriate aggregate measures of
poverty. For our empirical investigation, we employed three widely used mea-
sures (Atkinson, 1987; Foster et al., 1984; Kakwani, 1980; Ravallion, 1994). They
are namely head-count ratio (Pp), poverty gap ratio (P1) and the Foster—Greer—
Thorbecke (P) poverty index. The head-count ratio of poverty simply indicates
the proportion of the population for whom income is less than the pre-determined
poverty line; then Py = g/n where ¢ is the number of persons whose income lies
below the poverty line, and 7 is the total population.

The P is defined as a percentage difference between the poverty line and
income of the poor, and is given as follows:

1 & 7 — Xi q (7 — \*
P = — =HxI=- 10.4
= () L) e

i=1

where p* is the mean income of the poor and / measures the average proportionate
shortfall of income below the poverty line. P; also indicates the fraction of the
poverty line income that would have to be generated in the economy in order to
eradicate poverty under the assumption of perfect targeting. Both measures have
been criticized because they may not capture differences in the severity of poverty
among the poor (Ravallion, 1994). In response to this criticism, Sen (1976) develops
a new measure, which takes this shortfall into account and allows the examination
of income distribution within the poor population. However, this measure is not
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additively decomposable in the sense that the total poverty is a weighted average
of the subgroup poverty levels. Foster et al. (1984), on the other hand, suggest a
decomposable measure of poverty, which is formulated as follows:

1 (z—x\
PV=;Z( ) y>1 (10.5)

i=1 <

where y is a constant parameter. The larger the value of y, the greater the weight
given to the severity of poverty. For y = 0, P, reduces to Py, and for y = 1, to P;
and y =2, to P». Unlike others, P, measures the severity of poverty. Py and P; are
not sensitive to income transfers among the poor, whereas P, is. It may further be
noted that all the three measures are additively decomposable. This enables us to
examine the relative contributions of different subgroups to overall poverty. In the
following analysis, we use these three indices to measure the level of poverty in
Turkey.

10.4. Data and Empirical Results

The cross-sectional data on which this study is based is obtained from Household
Income and Consumption-Expenditure Surveys conducted by the State Institute of
Statistics (SIS) in 1987 and 1994. Each survey includes rural and urban sectors,
and is sufficient to enable the estimation of income and expenditure of Turkish
households, which serves as the basis for constructing a money metric measure
of the standard of living. One difficulty with this data set is that both surveys
classify households with respect to household heads and economic activities where
household heads are occupied with earning the household income. However, they
do not allow us to see the other sources of income which may be obtained by other
members of households through economic activities and occupations other than
that of household head. Despite its importance, we are therefore unable to examine
the poverty level of females within the male-headed households (MHHs) because
of the lack of disaggregated income and expenditure data at each household level.

In this study, households are divided into two groups according to the gender
of their household heads: namely MHHs and FHHs. Total household income was
preferred for the construction of the standard of living. The measures of standard
of living from both the surveys were thus the total household income, which was
adjusted by household size, and was then deflated by 1987 prices using consumer
price indices.

Within the main technical limitations of the data sets, there are also various
conceptual issues that should be discussed before starting analyzing the results of
this paper. The first one is the lack of data for the period before trade reforms, so
that we are unable to present a comparison of the poverty levels before-and-after
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the trade reforms. Even though the data is available only for the post-liberalization
period, it is still very difficult to distinguish the poverty effects of trade reforms
from those arisen from non-trade factors.> With the present data set, we are unable
to have a direct observation on the link between openness and poverty. However,
we can establish a way of indirect observation on this link by comparing the poverty
levels of households in relatively open and export-oriented sectors with those in
less tradable sectors. In this type of comparison, we theoretically expect that greater
openness would present opportunities to alleviate poverty levels of households by
creating new job and income opportunities and closing wage differential between
skilled and unskilled labor. If this theoretical expectation is proven to be true in
the Turkish case, then it could be concluded that an involvement in an economic
activity in a relatively open sector decreases the likelihood of a household being
under the poverty line.

The second issue requires classifying and aggregating the sectors where the
household heads are occupied, in accordance with the degree of those sectors’
openness to international trade. The original data in Turkey is collected at the
three-digit industry classification level, and some of these industries are relatively
more internationally open industries (such as agriculture, food manufacturing, and
textiles) than others (such as services and construction). In aggregating sectors,
we also pay particular attention to the presence of a significant number of FHHs.
Having classified all the existing industries according to their openness levels
and the sufficient number of FHHs in each aggregated sector, three main sectors
can be identified as being relatively open. These sectors are namely agriculture,
food manufacturing, and textiles and clothing.® The other manufacturing industry
group appears to be another sectoral group after aggregation, and it is also open to
international trade, but possesses an insignificant number of FHHs in the survey to

SThe Turkish economy has occasionally encountered deep economic crisis and had to
undertake economic austerity programs in order to stabilize the economy. Important com-
ponents of such programs, such as cuts in public expenditure and rises in the price of major
public utilities, certainly have deteriorating effects on poverty. Our sample year, 1994, is one
of these years in the Turkish economy. In addition, the time period spanning from 1987 to
1994 exhibits a highly volatile and insecure economic environment. In particular, the reform
efforts were interrupted by a number of successive economic crises in 1988, 1991, and 1994,
each of which was followed by austerity programs that might have had deteriorating effects
on poverty in general and on the well-being of women in particular. Thus, they make it even
more difficult to distinguish the real effects of trade reforms on poverty directly.

OFrlat and Sahin (1998), Erlat (1999) and Cakmakli and Giincavdi (2005) note that these
sectors are the traditional exporting sectors in the Turkish economy. In particular, Cakmakl
and Giingavdi (2005) indicate that although Turkey is traditionally an exporter of primary
products, there has been a significant structural shift in the traditionality of exports towards
more labor intensive manufactured goods after the 1980s such as food processing, textiles,
and clothing.
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allow us to draw a statistically reliable conclusion. With this classification, it is most
likely to establish a link between greater openness and poverty; greater openness
as a consequence of reforms would have generated more income opportunities in
export-oriented sectors than others. The feminization of the labor force in these
open sectors might have also acted in favor of (or against) FHHs and alleviated (or
exacerbated) inequality between MHHs and FHHs by closing (or widening) the
wage gap between these two groups.

In what follows, this research seeks answers for anumber of questions regarding
the link between openness and poverty of FHHs. We first present a brief general
descriptive summary of the general pattern of poverty in Turkey based on the
survey data, and then examine the presence of any statistically significant dif-
ference between the poverty levels of FHHs and MHHs. Later, we investigate the
importance of the sectoral difference in the FHHs and MHHSs’ poverty levels. In
this regard, we examine whether or not FHHs engaged in economic activities in
relatively more open sectors were poorer than MHHs in the same sector and, to
what extent openness helped to close (or widen) the income gaps between these
two groups of households from 1987 to 1994. With a theoretical expectation that
openness provides more income opportunities for vulnerable groups and alleviates
their poverty levels, we examine the differences in the poverty levels of FHHs and
MHHs which are engaged in different income-earning activities. With this investi-
gation, it is also possible to see whether or not the sources of households’ income
can be accounted for the difference in the poverty levels of FHHs and MHHs. If
there is a poverty difference between two groups of households, then we examine
to what extent this difference exists in relatively more open sectors.

10.4.1. General Summary Measures of Samples

Table 10.1 reports the sample size and some summary statistics such as mean
per household annual income (at 1987 prices) and the Gini-coefficients of the per
household income distribution among individuals. Both surveys possess slightly
more than 26,000 households, most of which are headed by males. As seen in
Table 10.1, FHHs constitute a very small proportion of total households in the
samples: almost 5% in both years. Over the period of 7 years from 1987 to 1994,
the real mean annual income of household in the Turkish economy seems to have
declined from 3.77 YTL in 1987 to 3.57 YTL in 1994. Whereas this decline has
been very limited among MHHEs, it has been very much for FHHs. Consequently,
the MHHs/FHHs ratio of mean real annual income per household has widened
almost by 25% from 1.24 in 1987 to 1.55 in 1994. However, the estimates of Gini-
coefficients for both MHHs and FHHs appear to have improved slightly.

Table 10.2 presents the estimates of head-count ratio, poverty gap ratio, and
Foster—Greer—Thorbecke poverty index separately for the whole economy, MHHs
and FHHs. For the whole economy, the level of poverty in 1994 seems to have
become less severe than in 1987; about 16% of the total population lived under the
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Table 10.1. Basic statistics of sample.

1987 1994
Total
Sample size 26400 26236
Median household size 5 4
Mean household size 5.02 4.50
Mean annual income per household (YTL) 377 357
Gini-coefficient 0.46 0.45
Male-headed households
Sample size 24295 24418
Mean annual income per household (YTL) 383 367
Gini-coefficient 0.46 0.45
Female-headed households
Sample size 2105 2018
Mean annual income per household (YTL) 301 237
Gini-coefficient 0.46 0.43

*YTL = New Turkish Lira

poverty line in 1987 with the corresponding figure being 15.5% in 1994. While
the same trend in poverty level prevailed for MHHs, the number of households
under the poverty line has declined only by 5.6% from 1987 to 1994. This is an
improvement in the poverty level of MHHs, and is also statistically significant
as it implies that there have been poverty-reducing economic policy changes for
MHHs in this period. The most striking feature of Table 10.2 is that the level of
FHHs’ poverty has drastically increased over seven years; as about 19% of the
total FHHs were below the poverty line, this ratio raised to almost 22% in 1994.
This approximate 13% increase in the head-count ratio for FHHs is statistically
significant, referring not to a random increase, but to something systematically
happening that negatively affects the well-being of FHHs in the Turkish economy
during the period of analysis. Table 10.2 also indicates that the poverty gap has
narrowed for MHHs as well as for FHHs during this period.

When we look at the values of P, in Table 10.2, the severity of poverty seems
to have reduced both in total and at the household level. Interestingly, the result
shows that while the extent of poverty increases among FHHs, the distribution of
income among these poor households appears to have become better between 1987
and 1994. However, poverty still remains more severe among the poor FHHs than
MHHs. The ratio Foster—Greer—Thorbecke poverty indices of MHHs and FHHs
increased from 0.55 in 1987 to 0.64 in 1994, indicating a 16% increase in the gap
between these two household groups.
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Table 10.2. Poverty measures.

1987 1994 % change

Poverty line (YTL) 0.59* 0.58** —
Total

Py (%) 16.3 15.5 —4.9
Py 4.9 4.1 —16.3
P 2.3 1.7 —26.1
Male-headed households

Py (%) 16.1 15.2 -5.6
Py 4.8 4.0 —16.7
P 2.2 1.6 —27.3
Female-headed households

Po(%) 19.2 21.6 12.5
Py 7.5 6.1 —18.7
P 4.0 2.5 —37.5

Notes: *Poverty line is 50% of median income of per equivalent adult.
**1t is at 1987 prices.

So far, our initial examination shows that poverty appears to have slightly
decreased from 1987 to 1994 mostly in favor of MHHs, and inequality between
FHHs and MHHs has deteriorated. Following this general observation from the
data available, we next investigate whether or not openness alleviates (exacerbates)
poverty and creates increasing inequality (equality) between MHHs and FHHs.

10.4.2. Openness and Poverty

As we discussed earlier, there are some highly export-oriented sectors in Turkey
which are more exposed to international market conditions. These sectors are
chosen by relying on the past records of the composition of Turkish exports. These
relatively more open sectors are namely; agriculture, food processing, and textiles
and clothing. In addition to these sectors, our samples compose of households in
other sectors such as other manufacturing and services. Although economic activ-
ities in the other manufacturing sectors compromise the production of tradable
goods, this sector contains only few FHHs.” The service sector in our sample, on

TThis sector may have the working conditions which are most likely not to be suitable
for the employment of women. Economic activities in this sector require a certain level of
education and established experience which most Turkish women lack.
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the other hand, is mostly inward-oriented sector with less exposure to international
competition.

From Table 10.3, it is evident that the great extent of FHHs are classified as
non-working, which was almost 44% in 1987 and 55% in 1994. These numbers
are smaller for MHHs than FHHs in both years. The data also shows that poverty

Table 10.3. Poverty measures of FHHs and MHHs (%).

Sectors FHHs MHHs

1987 1994 1987 1994

Population Population Population Population
share Py share Py share Py share Py

Non-working 437 11.2 55.0 193 64 10.1 10.1 152

Agriculture 39.6  30.8 28.7 300 324 234 312 227

Food manu- 1.0 2.6 12 178 28 120 24 9.5
facturing

Textile and 3.6 13.6 4.1 265 28 104 2.9 9.2
clothing

Other manu- 0.4 34 0.6 34 7.5 106 17.3  16.6
facturing

Service 11.7 137 10.3 9.7 482 134 36.0 8.8

Total 100.0 19.2 1000 21.6 — 16.1 1000 15.2

Foster—Greer—
Thorbecke measure
Poverty gap ratio P; (%) P;100

FHHs MHHs FHHs MHHs

1987 1994 1987 1994 1987 1994 1987 1994

Non-working 35 59 29 41 16 25 14 1.8
Agriculture 133 80 85 69 76 3.0 46 3.0
Food manufacturing 05 76 22 19 0.1 36 07 05
Textile and clothing 54 62 21 19 28 28 06 05
Other manufacturing 0.6 0.1 22 40 0.1 00 08 14
Service 40 19 33 19 18 06 12 0.6

Total 75 61 48 40 40 25 22 16
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for both household groups seems to have deteriorated in general, but become even
worse for FHHs than MHHs.

The second largest group of FHHs are occupied in agricultural economic activ-
ities in both years.> Whereas almost 40% of all the FHHs earn income in the
agriculture sector in 1987, this share declined to almost 29% in 1994. This can be
taken as an evidence for immigration from rural to urban areas from 1987 to 1994.
It seems that this is mainly because of the widespread poverty among FHHs in
agriculture; almost 31% of all the FHHs were under the poverty line in the agri-
culture sector in 1987. Despite a decline in the number of FHHs, there was almost
no change in this proportion of poor FHHs in the agriculture sector in 1994.

The textiles and clothing sector is another highly export-oriented sector in the
Turkish economy, and compromises 3.6% of the total FHHs in 1987 and 4.1% in
1994. However, the same figures for MHHs are 2.8% in 1987 and 2.9% in 1994,
increasing the feminization of the labor force in this sector. Despite this relatively
large number of FHHs in the sector, the proportion of poor is clearly higher for
FHHs than MHHSs. Our results show that the poverty level for FHHs seems to have
deteriorated drastically from 13.6% in 1987 to 26.5% in 1994. MHHs, on the other
hand, appear to have become better off from the 10.4% poor households in 1987
t0 9.2% in 1994. The most striking deterioration in the poverty of FHHs appears
to have taken place in the food-manufacturing sector. Despite its lower share of
FHHs among other sectors (around 1% in both years), the proportion of poor FHHs
appears to have jumped from 2.6% in 1987 to 17.8% in 1994. However, Table 10.3
also shows that there is a slight improvement in the proportion of poor MHHs in
the same sector from 1987 to 1994.

So far, it has been evident from the results of Table 10.3 that FHHs in open and
highly export-oriented sectors were poorer than the MHHs in the same sectors.
Despite a general improvement in the well-being of MHHs in these sectors, it is
obvious that the poverty level of FHHs seems to have deteriorated from 1987 to
1994. A particular contribution to the poverty of FHHs in both years was made
largely by non-working households and those in traditional Turkish export sectors
such as agriculture, and textiles and clothing, and to some extent by households
in the food-manufacturing sector. FHHs in the service sector, on the other hand,

8The Turkish economy in the 2000s still shows highly agricultural features. In 2004, the
agriculture sector produced only 12.5% of the total GDP while employing almost 35% of the
total labor force (SPO, 2005). Despite this low productivity, the same sector requires large
public funds for subsidization. Recent studies show that the total monetary value of subsidies
given to the agriculture sector reached US$ 11.3 billion in 1998 (Cakmak ef al., 1999).
Budgetary transfers to the sector, on the other hand, amount to an average of US$ 3.5 billion
per annum over the last five years (Dogruel et al., 2003). Despite all these costs, the sector
still possesses its importance in current political debates, and any economic measure taken
for reforming this sector draws considerable amount of public attention mainly because of
the income distribution effects of such reforms.
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comprise around 10% of the total FHHs with less than 10% of them being below
the poverty line in 1994 in comparison with 14% in 1987. It, therefore, seems that
households in the relatively non-tradable sector were able to have improved their
well-being from 1987 to 1994. More interestingly, when we examine the poverty
gap ratio (Py), income inequality among the poor FHHs seems to have alleviated
only in the agriculture sector. This is most probably due to the households which
migrated from rural to urban areas from 1987 to 1994, and engaged in economic
activities in other sectors (mainly in the textiles and clothing, food-manufacturing
sectors, and service sectors). By examining P, here, on the other hand, appears to
have become more difficult to eradicate poverty in the food-manufacturing sectors
and textiles and clothing sectors.

10.4.3. Occupational Difference Between Households
and Poverty

We now make a distinction between households in accordance with economic
activities which the heads of households engage to earn their household income,
and then examine whether or not there is a difference in poverty levels between
FHHs and MHHs with respect to their occupations and the sources of income.
This classification, unfortunately, is available only for the 1994 household income
and expenditure survey. There are 2018 FHHs, and six different economic activ-
ities in which each household engaged in the survey in 1994. These activities are
namely: wage-earning economic activities, casual working, being an employer,
self-employment, being an unpaid family worker and finally being a non-working
household head. As seen in Table 10.4, only 9% of the total FHHs are wage earners
whereas the corresponding figure is about 37% for MHHs. The table shows that
the proportion of households living under the poverty line among these wage

Table 10.4. Income groups of households in 1994.

Employment status FHHs MHHs
of household head
Population Population
share Py share Py

Wage/Salary 9.0 12.0 36.5 9.2
Casual 4.5 44.5 11.6 34.6
Employer 0.5 0.0 7.2 1.8
Self-employment 23.1 25.5 33.7 14.8
Unpaid family worker 0.1 0.0 0.1 4.7

Not employed 62.8 18.6 10.9 15.2
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earner FHHs is higher than those of MHHs, indicating that female wage earners
are poorer than male. Furthermore, even if openness and reform had worked to
close the poverty gap between men and female, and had promoted FHHs to engage
into wage-earning activities as indicated in the literature, then the share of wage-
earning FHHs would have been higher, and the closing income gap between wage-
earning male and female would have improved the levels of poverty between FHHs
and MHHs. In fact, poverty gaps between female and male labor force could
account for this larger share of the poor among wage earner FHHs than their male
counterparts.

In Table 10.4, the largest proportion of FHHs is the non-working group, being
63% of total FHHs in the 1994 sample. This share is noticeably far lower for
MHHs than FHHs. The great majority of FHHs — which is about 23% — engaged
in self-employed economic activities like MHHS, but the proportion of the poor
is higher than that of the MHHs. Poverty seems to have been widespread among
the casual worker FHHs and MHHs. While 4.5% of the FHHs and 11.6% of the
MHHs were occupied in casual earning economic activities in 1994, almost 45%
of the FHHs had a standard of living below the poverty line. This was the largest
contribution made by one occupational group in the survey. For MHHs, the same
figure is 34.6%. Other occupational groups (employers and unpaid family workers),
however, are relatively small. The results from Table 10.4 consequently shows
that high poverty can be observed among non-working and self-employed FHHs,
which compromises 85% of the total FHHs. Among all the occupational groups
in Table 10.4, the proportions of households in poverty are much lower for MHHs
than for FHHs. Wage-earner and self-employed MHHs predominantly compromise
70% of the MHHs, which seems to have had relatively lower poverty ratios. It
can, therefore, be taken as an indication of occupational difference in the levels of
poverty between MHHs and FHHs. Additionally, MHHs had more attention and
have the standard of living above the poverty line than FHHs, particularly when
they were engaged in self-employment economic activities. Based on these results
obtained from the survey sample in 1994, it was also more likely for FHHs to be
employed in relatively low-wage jobs than MHHs.

In order to examine whether or not sectoral allocation, particularly being in
a relatively more open sector, accounted for the differences in the poverty levels
among FHHs, we have prepared Table 10.5. The important difference between
Table 10.5 and the previous tables is the sectoral aggregation level. Earlier, three
sectors, namely agriculture, food manufacturing, and textiles and clothing, have
been considered as open and exporting sectors basing on their large shares in the
total exports in the Turkish economy. In Table 10.5, however, we aggregate them all
and name the more aggregated sector as a primary export sector. The reason for this
aggregation is that earlier disaggregation of the sectors together with occupational
distribution leaves us with very few numbers of FHHs in each sector, and becomes
very difficult to draw statistically significant inferences about the poverty level of



Table 10.5. Sectoral and occupational distribution and poverty levels in 1994.

Family Type Non-working Wage/Salary Casual Employer Self-employment Unpaid-family  Total
worker
Female-headed households
Non-working 1331 0 0 0 0 0 1331
Primary export sectors 0 34 46 2 400 1 483
Other manufacturing 0 9 3 0 1 0 13
Service 0 125 30 9 26 1 191
Total 1331 168 79 11 427 2 2018
Head-count ratio
Non-working 19.3 — — — — — 19.3
Primary export sectors — 12.4 55.4 0.0 28.1 0.0 29.2
Other manufacturing — 0.0 15.9 — 0.0 — 34
Services — 7.6 22.5 0.0 8.7 0.0 9.4
Total 19.3 8.3 42.6 0.0 26.9 0.0 21.6
Male-headed households
Non-working 3169 — — — — — 3169
Primary export sectors — 1451 361 226 4239 5 6282
Other manufacturing — 1952 1579 604 403 1 4539
Services — 5701 633 954 2928 12 10,228
Total 3169 9104 2573 1784 7570 18 24,218
Head-count ratio
Non-working 15.2 — — — — — 15.2
Primary export sectors — 13.0 44.0 3.1 21.5 9.7 20.8
Other manufacturing — 11.4 30.8 23 8.8 0.0 16.6
Services — 7.7 27.6 1.6 9.3 0.0 8.8
Total 15.2 94 323 2.0 17.6 2.0 15.2
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such a small number of households. With this aggregation level of the economic
activities in which households engage in the 1994 survey, four sectoral groups
are identified, namely non-working, primary exports, other manufacturing, and
services. Despite this aggregation, the small cell sizes which arise in some cases
when two criteria are taken into account should be noted in interpreting the values
by sectors and occupational groups of the poverty indices.

As we did earlier, the sector, which is defined as the primary export sector in
Table 10.5, is considered as the relatively more exposed to international markets
than the others. With this aggregation level, the distribution of FHHs and MHHs
with respect to occupation and sectors can be seen in the first panel of Table 10.5.
The largest number of households are the non-working groups and those in the
primary export sectors and services. The majority of those in the primary export
sectors appear to have been self-employed. FHHs in the service sectors, on the
other hand, are employed mostly in wage-earning economic activities.

The second panel giving the values for Py (the head-count ratio) indicates that
21.6% of the FHHs were under the poverty line in 1994. This ratio is remarkably
higher than the 15% of the poor among MHHs. The 29% of those in the primary
export sectors were poor FHHs. Considering the occupational distribution, 28%
of all the FHHs in the primary export sectors, which were occupied with self-
employed economic activities, can be defined as poor. This ratio becomes smaller
with a 12.4% value of Py for those which were engaged in wage-earning eco-
nomic activities in the same sector, implying that wage-earner FHHs were rela-
tively better off than the self-employed households. Looking at the wage-earner
FHHs in the service sector, the proportion of the poor was smaller and 7.6% in
1994. Table 10.5 also indicates that being a casual working FHH in the primary
export sector increases the likelihood of being below the poverty line in the same
year. The high proportion of households engaged in agricultural activities among
casual working FHHs in the primary export sector seems to account for this high
proportion of the poor.

10.5. Conclusion

Since the 1980s, economic reforms and liberalization of international trade regime
have been widespread practices among developing countries. As one of them,
Turkey began to liberalize her trade regime in 1983. Apart from the potential ben-
efits of more liberal and open-trade regime, it is also inevitable that this would have
distributional effects on individuals. The literature has, so far, paid considerable
attention to the reform-and-growth relationships and could not reach any concrete
agreement on the direction of this interaction. The distributional consequences of
the reforms have, on the other hand, recently gained importance in the literature.
The gender issue has, however, been largely ignored. The present research is an
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attempt, to some extent, to fill this gap with empirical evidence from a well-known
reforming country in the literature, namely Turkey.

The present research shows that there is a significant difference between the
well-being of FHHs and MHHs, and this inequality increased against FHHs from
1987 to 1994. It is also noted that the number of FHHs involved in economic
activities in relatively open sectors are lower than MHHs, and they appear to be
poorer. FHHs in Turkey appear to concentrate largely in the non-working household
group, so that the interaction between trade reform and the well-being of FHHs
would be very limited. The poverty level of FHHs in traditionally more open sectors
in Turkey, namely textiles and clothing, is higher than that of MHHs, and moreover
deteriorated from 1987 to 1994. It has, therefore, been evident from the empirical
result of this research that FHHs in open and highly export-oriented sectors are
poorer that MHHs in the same sector. Whereas trade reform is expected to close
the wage gap between FHHs and MHHs, our findings show that female wage
earners are still poorer than male wage earners. In addition, self-employed FHHs,
which constitute the largest fraction of the total FHHs in our survey data, still
remained poorer, as the Turkish trade reforms failed to create income opportunity
for the self-employed FHHs through the prices of products that the self-employed
households were net sellers. The results presented in this paper should, however,
not to be considered as conclusive. The limitations of the existing data and the need
of more observations that would be drawn from the future surveys would allow for
understanding better the distributional consequences of openness in Turkey.

Appendix

Aggregation of Economic Activities by Commodity

by Commodity
Commodity group ISIC
1- Agriculture 011-012-013-014-015-020-050-101-102—-

103-111-112-120-131-132-141-142-231
2- Food manufacturing 151-152-153-154-155-160
3- Textile-clothing 171-172-173-181-182-191-192
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Commodity group ISIC

4- Other manufacturing 201-202-210-221-222-223-232-233-241-
242-243-251-252-261-269-271-272-273—
281-289-291-292-293-300-319-311-312—-
313-314-315-321-322-323-331-332-333—-
341-342-343-351-352-353-3591-3591-
3592-3599-361-3691-3692-3693-3694—
3699-371-372-401-402-403-410-451-452—
453-454-455

5- Service 501-502-503-504-505-511-512-513-514-
515-519-521-522-523-524-525-526-551-
552-601-602-603-611-612-621-622-630—
641-642-651-659-660-671-672-701-702—
711-712-713-721-722-723-724-725-729—
731-732-741-742-743-749-751-752-753—
801-802-803-809-851-852-853-900-911-
912-919-921-922-923-924-930-950-990
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CHAPTER 11

CHINA’S ECONOMIC PERFORMANCE AND TRANSITION
IN RELATION TO GLOBALIZATION: FROM ISOLATION
TO CENTER-STAGE

Clem Tisdell

University of Queensland, Australia

11.1. Introduction

The process of economic globalization has accelerated since the early 1970s. China
has played a major and increasing role in maintaining the momentum of economic
globalization as a result of its open-door policies and its continuing economic
reforms instigated by Deng Xiaoping. Consequently, China has become an engine
for global economic growth, and a key player in the world economy. As its economy
continues to grow, it can be expected to strengthen its position as a global economic
powerhouse and to consolidate its status as a world political power. While these
trends in China’s growth can be expected to continue for much time to come,
it seems unrealistic to expect them to continue forever. Eventually, the Chinese
economy might be expected to catch up with the higher-income economies and
experience relatively slower economic growth. Whether or not another nation will
eventually replace China’s leadership in international economic growth, and when,
is uncertain.

It is useful to consider China’s global economic situation in relation to the
general process of globalization. This paper provides a background on the process
of economic globalization and considers its potential social and environmental
consequences, both positive and negative, as well as China’s position in this
process.
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11.2. What is Economic Globalization? What Factors
Have Favored it in Recent Decades?

Economic globalization involves the geographical extension of economic exchange
and economic interdependence beyond national borders in a way that involves all
countries (for more discussion, see Tisdell and Sen, 2004). In the present eco-
nomic climate, this is mostly achieved by the geographical extension of markets
to encompass all parts of the globe. At the same time, as markets have been
extended internationally, the type of international transactions that can be made
have widened. For example, not only has international trade in physical com-
modities risen greatly but so has global exchange in services, in intellectual
knowledge, in capital, and in finance.
Many factors have helped to foster this process. They include:

(1) Reduced man-made barriers to international trade resulting from the efforts
of bodies such as the WTO, e.g., reduced tariff barriers, elimination of import
quotes.

(2) Reduced natural or physical barriers to international trade due to technological
progress in the transport industry.

(3) Improved communication and reduced communication costs as a result of
technical progress in the telecommunication industry, e.g., electronic mail and
teleconferencing.

(4) Improved institutional arrangements within nations to facilitate business, such
as harmonization of property rights via legal reforms and greater acceptance of
international legal conventions, such as those governing intellectual property
rights.

All these factors have reduced the transaction costs involved in doing international
business. They have also made it easier to arrange exchanges at a distance; they
have reduced the need for buyers and sellers to meet physically to arrange economic
exchanges. To a large extent, technological progress in the service industries has
helped to propel the expansion of globalization in recent decades.

11.3. Is Economic Globalization a New Phenomenon?

The process of extending the geographical distances over which commodities are
exchanged and of increasing the range of commodities involved in such an exchange
has an ancient history. However, in the modern era, it has reached unprecedented
levels, and involves all inhabited areas of the world.

For thousands of years, international trade has taken place in the Mediterranean
Sea. Furthermore, the Vikings engaged in considerable international trade. Florence
and Venice in Italy achieved their splendor and major cultural achievements as a
result of trade involving China via the Silk Route. It seems likely that the wealth of
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the Tang Dynasty was enhanced by international trade and commercial exchange
over considerable distances. Similarly, almost 2400 years ago, the Mauryan Empire
in India was well aware of the economic importance of commerce and international
trade and Kautilya (1961), in his treatise on politics, statescraft, and the science
of wealth, Arthashastra (one of the earliest known books on political economy,
written about 2300 years ago), gave considerable attention to international trade.
In northern Europe, during the Middle Ages, the Hanseatic towns belonging to
the Hanseatic League, which depended on international trade for their prosperity,
became rich and became centers of cultural creativity. Similar examples can be
found in Africa and in the early Americas, e.g., Inca and Maya civilizations.
Although the Australian Aborigines never achieved the wealth of these civilizations,
it is known that they traded in some valuable commodities involving exchange over
many thousands of kilometers. However, none of this early trade was truly global.

Global trade was eventually made possible by the European voyages of dis-
covery beginning around the 1500s with Christopher Columbus and Vasco da
Gama. The former opened the way to the Americas and the latter, after exploring the
Cape of Good Hope, opened the sea route to Asia from Europe. Their discoveries
ushered in a period of expanding economic globalization based on imperialism.
This was a pattern that persisted into the 20th century but began to unravel after
World War II, although the system persisted in the Soviet Union until the end of
the 1980s.

After World War 11, it is claimed that the United States was keen not to allow
imperial international trading and trade preference schemes of the European powers
to be re-established and favored multilateral free trade to foster its own economic
interests (Svizzero & Tisdell, 2002). But soon new trading blocs began to emerge
in Europe which eventually culminated in the European Union. The United States,
to some extent, countered this development by setting up the North American Free
Trade Association (NAFTA). While progress in globalization has been made via
greater free trade (multilateralism), significant expansion in international trade has
also occurred in recent years via the formation of larger international trade blocs.
Whether such blocs will eventually facilitate greater free trade globally or become
political obstacles to it remains to be seen (Svizzero & Tisdell, 2002).

11.4. Political Change and Transition of Former
Communist Planned Systems, Especially China’s,
and Their Impact on Globalization

As discussed above, both increased multilateralism and the creation of new
and enlarged trading blocs have contributed to growing international economic
transactions. A further influence has been political changes in countries previ-
ously pursuing communist economic systems, which were based on economic
planning along the lines of the former Soviet Union. These countries have become
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market-oriented, much more decentralized, and many have altered their political
and international trading affiliations. In some cases, their borders have changed.
It is only possible to sketch briefly some of the changes here and some of their
consequences for international economic transactions.

For example, the Council for Mutual Economic Assistance (Comecon) was a
Communist association for international exchange started in 1949 and disbanded
in 1991 (Brine, 1992, pp. 11-14). The headquarters of this organization was in
Moscow and it consisted principally of Eastern European Communist states and
the Soviet Union. Full members at the end of the 1980s were the Soviet Union,
Bulgaria, Czechoslovakia, the German Democratic Republic (East Germany),
Hungary, Romania, Poland, Cuba, the Mongolian People’s Republic, and Vietnam
(Brine, 1992, p. 11). It might be noted that China was not a member but that
Vietnam, which had hostile relationship with China, was.

It has been argued that Comecon was not very effective in fostering multilateral
trade between its members. The following quotation from Wikipedia (2006, p. 2)
underlines this point:

“Asymmetries of size and differences in levels of development among
Comecon members deeply affected the institutional character and evo-
lution of the organization. The overwhelming dominance of the Soviet
economy necessarily meant that the bulk of intra-Comecon relations took
the form of bilateral relations between the Soviet Union and the smaller
members of Comecon.

The planned nature of the members’ economies and the lack of
effective market-price mechanisms to facilitate integration further hin-
dered progress toward Comecon goals. Without the automatic workings
of market forces, progress had to depend upon conscious acts of policy.
This tended to politicize the processes of integration to a greater degree
than was the case in market economies.”

The existence of Comecon also impeded economic exchange by its member
states with non-communist countries. Furthermore, the technological gap that
became quite large between Comecon member states and the West was an addi-
tional barrier to expanding East-West trade. With the collapse of the Communist
governments in eastern Europe in 1989 and eventually of Comecon in 1991, the
scene was set for an expansion of multilateral trade between the former Comecon
members and the West. The expansion of the international exchange of the former
Comecon states would, however, depend on the speed and nature of their transition
to market economies. Transition was far from instantaneous, and in some respects
is still incomplete. Initially, the former Comecon states were unable to make a
substantial contribution to expanding world trade.
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Not only did Comecon’s administrative and political arrangements for
exchange between member states impede their actual gains from international
exchange, but the eventual souring of political relationships between the USSR
and China became a significant impediment to international exchange within
the communist bloc. This had adverse economic consequences for the whole
communist bloc.

In the 1950s, the People’s Republic of China enjoyed cordial political relation-
ships with the USSR and Sino—USSR trade and international exchange between
the USSR and China flourished. Suddenly, in 1960, Sino—USSR trade plummeted
and economic cooperation between the USSR and China ceased. “In 1960, [the]
USSR tore up 12 agreements [with China], recalled all the experts in China,
stopped 257 technological cooperation items, refused to supply mineral resources
like cobalt and nickel that China needed urgently and greatly decreased the export
of machinery and important accessories. All these brought great destruction to the
economy of China” (Anon, 2006, p. 2). There was virtually no economic cooper-
ation and little trade between China and the USSR in the 1960s and 1970s. After
the early 1980s, some increase in China’s trade with the USSR occurred but it
accounted for a very small proportion of China’s international trade (less than
5%) whereas in the 1960s it accounted for around 50% of China’s international
trade.

Eventually, China’s political disagreement with the Soviet Union and its eco-
nomic isolation from the USSR would prove to be an economic blessing in disguise
for China. Given the dire economic consequences of such economic isolation,
China made a determined effort to establish friendly relationships with the West. In
February 1972, Richard Nixon, the US President, visited China, and the Shanghai
Communique was issued as the basis for the development of China—US friendship.
This was an important first step in the opening up of China to the outside world.
However, it was not until after Deng Xiaoping became the paramount leader in
1977 that major progress could be made in reforming China’s economic system
and in pursuing an open-door policy. The stage for these new policies was set when
the Third Plenum of the Chinese Government Party in 1978 declared that in order
to achieve economic development, [economic] reforms and an open-door policy
should be followed by China (see Shawki, 1997).

By 1979, China had started on its gradual (but not so slow) process of economic
reforms. It, therefore, had a headstart of over a decade in its economic transfor-
mation compared to Comecon member states. It was able to move away early from
centralized planning models inherited from the Soviet Union with their excessive
emphasis on heavy industries and so on (Tisdell, 1993, Ch. 8). As a result, China
has become a major participant in the world economy in recent times. The next
section outlines trends in economic globalization in recent times and compares
these with measures of China’s increasing openness and participation in the world
economy.
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11.5. Measuring the Recent Pace of Economic
Globalization and China’s Involvement

There are many different possible indicators of expansion in globalization. Because
the process is multidimensional, no single measure adequately captures its extent.
It must be considered from many different points of view.

One indicator of the extent of economic globalization is the proportion of global
GDP traded internationally. This is graphed in Fig. 11.1. This has been trending
upwards since the 1950s, but after the 1970s showed dramatic acceleration. After
World War II, many nations developed inward-looking economic policies but more
and more nations began to depart from these policies beginning in the 1970s.
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Fig. 11.1. World exports as a percentage of global GDP, 1950-2006.
Sources: World Bank, 2006, World Development Indicators, available online at:
http://devdata.worldbank.org/dataonline/ (for 1960-2004); IMF World Economic Outlook
Database, April 2006, available online at: http://www.imf.org/external/pubs/ft/weo/2006/
01/data/index.htm (projections for 2005 and 2006); United Nations Statistical Yearbook
1970 (for 1958); Doha WTO Ministerial 2001 Briefing Notes (for 1950). Data are based on
current US$.
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However, it is interesting to note that even when inward-looking policies were in
vogue, the trend in international trade as a percentage of global GDP was upwards.

Although inward-looking economic policies were the rule, the extent of eco-
nomic globalization still rose considerably in the 1950s, and continued to rise in
the 1960s but more slowly. However, as Fig. 11.1 illustrates, the pace and extent
of globalization increased decisively and significantly after the early 1970s, even
though global exports fluctuated as a percentage of global GDP. The major upward
trend in world exports, beginning in the early 1970s, is shown in Fig. 11.2.
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Fig. 11.2. World economic indicators, 1960-2006*.
Sources: For global GDP and global export — World Bank, 2006, World Development Indi-
cators, available online at: http://devdata.worldbank.org/dataonline/ (for 1960-2004); IMF
World Economic Outlook Database, April 2006, available online at: http://www.imf.org/
external/pubs/ft/weo/2006/01/data/index.htm (projections for 2005 and 2006).

Note: *For global FDI inflows, the data presented are from 1970 to 2004 — World Bank,
2006, World Development Indicators, available online at: http://devdata.worldbank.org/
dataonline/.
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Policies on foreign direct investment (FDI) began to be relaxed by many nations,
including China, in the latter part of the 20th century. However, the process did not
progress as quickly as international trade liberalization. Nevertheless, from 1970
onwards there was a general tendency for global FDI inflow as a percentage of
gross GDP to rise, with a spike occurring in 2000 (Fig. 11.3). Despite the fall after
2000 in global FDI as a proportion of global GDP, there appears to have been a
permanent rise in FDI inflows globally.

Figure 11.4 shows China’s exports as a percentage of her GDP. These display a
massive increase following the commencement of China’s economic reforms. Prior
to China’s economic reforms beginning in 1979, China’s exports as a percentage
of its GDP were of the order of 5% or less but by 2003 had reached almost 35%
(Fig. 11.4). Furthermore, from the late 1970s onwards, the value of China’s exports
in current US$ accelerated as is illustrated in Fig. 11.5.
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Fig. 11.3. Global FDI inflow as a percentage of global GDP, 1970-2004.

Source: World Bank, 2006, World Development Indicators, online at: http://devdata.
worldbank.org/dataonline/. Data are based on current USS$.
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Fig. 11.4. China’s exports as a percentage of its GDP, 1970-2004.
Source: As for Fig. 11.3. Data are based on current USS$.

Figure 11.6 compares China’s export to GDP ratio with that for the world as a
whole. It shows how this ratio has progressed from being below that for the world
as a whole to exceeding it. It indicates that China has increasingly become an
export-led economy. The year 1990 marks an important cross-over point for China.

Inflows of FDI to China, after beginning from negligible levels prior to 1979,
began to grow. They have followed the pattern as shown in Fig. 11.7 as a proportion
of China’s GDP, and in US current dollars, the pattern illustrated in Fig. 11.4.
Note that the trend in FDI in China was almost stationary in the period 1989-
1990. This was a result of social disturbances and pro-democracy demonstrations
in China in April and May 1989 culminating in early June in the Tiananmen Square
tragedy. These led to international uncertainty about the future political and eco-
nomic directions of China. However, FDI in China increased markedly after 1990
(see Fig. 11.8). Possibly, this was a result of the assurance given by Deng Xiaoping
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Fig. 11.5. China’s aggregate economic indicators (GDP, exports and FDI inflows),
1960-2004.

Source: As for Fig. 11.3.

that China’s economic reforms would continue and because of the concrete steps
taken in 1991 in this regard (Tisdell, 1993, p. 12).

Figure 11.9 compares China’s inflow of FDI as a percentage of its GDP with
global FDI inflows as a percentage of global GDP. This percentage grew rapidly
for China during the 1980s, and since 1984, has exceeded the global percentage in
most years, the year 2000 being the exception. This is a further indication of China’s
increased economic openness and its incorporation into the global economy. It can
also be deduced from Fig. 11.9 that FDI inflows to China have also been much
more sustained than in the rest of the world.

There has also been a massive increase in the amount of short-term international
financial flows in recent times. These exceed by many times the amounts needed
to finance international commerce. These movements are activated by large banks
and financial institutions, and to some extent, are speculative. Other indicators of
the pace of globalization include the extent of growth in global telecommunications
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Fig. 11.6. China’s exports as a percentage of its GDP compared to global exports as a
percentage of global GDP, 1970-2004.

Source: As for Fig. 11.3. Data are based on current USS$.

traffic (Tisdell, 2005a, p. 9), the growth in international tourist arrivals as a pro-
portion of the world’s population (Tisdell, 2005b, p. 427), and increased global
media exposure (Tisdell, 2005a). All have accelerated in recent decades, even
though terrorist activities have dampened international growth in tourism.

It should be observed that the extent to which different types of economic
resources have been able to participate in the globalization process is uneven.
International population and labor movements continue to be restricted but never-
theless considerable international movements of labor and population are occurring
in response to economic disparities. While barriers to international movement of
skilled labor are less substantial than for unskilled labor, large short-term move-
ments of relatively unskilled labor can also be observed.
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Fig. 11.7. China’s FDI inflow as a percentage of its GDP, 1970-2004.
Source: As for Fig. 11.3. Data are based on current USS$.

11.6. Positive and Negative Socioeconomic Impacts
of Economic Globalization

Both Western classical economic theory (Adam Smith, 1910, Ricardo, 1817) and
neoclassical economic theory have extolled the economic benefits of international
free trade. Adam Smith supported it on the grounds that it would result in reduced
production costs by promoting the increased division of labor. The increased
division of labor could provide economies of scale in industrial production. David
Ricardo argued that international trade would allow countries to specialize in pro-
duction in accordance with their comparative advantage, thereby adding to their
economic abundance. Neoclassical economists refined this theory. For example,
the Hecksher—Ohlin theorem supported the proposition that nations are likely to
have a comparative economic advantage in producing commodities that use most
intensely their relatively most abundant factor of production. It was also shown
that countries may gain from international trade even when none has a comparative
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Source: As for Fig. 11.3.

2005

advantage in production provided that the tastes of their citizens differ. However,
the theory was based on static considerations rather than on dynamic analysis.
Schumpeter (1942) pointed out that static analysis does not capture the essence
of contemporary corporate capitalism, which is better modeled by taking into
account dynamic forces motivating innovation in the economy. The dynamics of
globalization require account to be taken of FDI, technology transfer, R & D and
innovation, and the economic motives of multinational enterprises. In the latter
respect, neotechnology theories of international trade and investment are particu-
larly relevant (Posner, 1961; Tisdell, 1981; pp. 42-46). Companies which develop
superior intellectual knowledge compared to others stand to gain considerably
from the process of globalization provided their knowledge can be legally (or oth-
erwise, such as via secrecy) protected. Both they and countries which purchase their
products, or host their subsidiaries, may gain economically from their activities.
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Fig. 11.9. China’s inflow of FDI as a percentage of its GDP compared to global FDI
inflows as a percentage of global GDP, 1970-2004.

Source: As for Fig. 11.3. Data are based on current USS$.

To take a simple case, suppose a company develops a unique product for which
it is able to obtain a patent and, as a result, secure a monopoly. Assume that there
is sufficient demand in the home market (market I) to make production of the
commodity profitable. Its production for the home market will benefit buyers and
add to consumers’ surplus at home, and yield a monopoly profit for the company. If
this product can be profitably sold abroad, and possibly produced abroad, this will
further add to the company’s profit, assuming that its intellectual property rights
can be protected. Consumers abroad will also benefit from the sale of the product.
So, a win-win situation may occur. On the other hand, such processes in the absence
of adequate institutional arrangements in peripheral countries can result in their
increasing economic dependence on corporations in certain countries. To avoid
this, a degree of economic and scientific self-reliance needs to be maintained by
host countries.
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The process of growing economic globalization appears to stimulate economic
growth in the short-to-medium term. If the Kuznets’ hypothesis about the rela-
tionship between economic development and the distribution of incomes being
a reversed U-shape applies (Kuznets, 1963), then one might expect that growing
globalization would be associated with reduced inequality of income, at least in
more-developed countries (Kuznets, 1963). However, in more-developed coun-
tries growing globalization has been associated with rising income inequality
because the income of the skilled or better educated has risen relative to that of
the less skilled or educated. In the United States, for example, income inequality
after having fallen from the 1930s through to the 1960s has risen and its income
inequality is reported to be as great in the 1930s. The pattern that has emerged is
like the reclining S-pattern as shown in Fig. 11.10 (Tisdell and Svizzero, 2004).

It has also been observed (Costa, 1998) that while the income of skilled persons
has risen relative to the less skilled in higher-income countries such as the US, so
have the hours of work of the skilled. Their higher income has been purchased to
some extent by a reduction in their leisure time.

Several explanations have been advanced as to why income inequality has
increased in recent decades, particularly between skilled and unskilled laborers.
This increase in inequality came to be noticed in the late 1970s and has coin-
cided with accelerating economic globalization. One school of economic thought
attributes it to the Stolper—Samuelson effect (Stolper and Samuelson, 1941).
According to this point of view, freer world trade has made it easier for unskilled
or low-skilled workers in less-developed countries (LDCs) to compete through
imports of labor-intensive products with their counterparts in more-developed
countries (Wood, 1998). Another school of thought argues that the root cause is
rapid technological progress which has increased demand for skilled labor relative
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Fig. 11.10. A Kuznets’ income distribution curve modified to reflect the recent experi-
ences of more-developed countries.
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to unskilled labor or labor with little skill (Aghion and Williamson, 1998). To a
considerable extent, new technologies have resulted in substituting capital for labor
with little or no skill.

It is interesting to note that as early as 1977, Joan Robinson pointed out that
technological progress could be a powerful force making for income inequality; it
increases the demand for skilled workers relative to the unskilled. She states: “It is
characteristic of modern industry to require highly trained personnel, while it has
no use for the labor power of a great mass of unskilled workers” (Robinson, 1977,
p. 1333). Svizzero and Tisdell (2002) have suggested that growing globalization
has stimulated non-neutral technological change which has increased demand for
skilled labor relative to unskilled labor, and that growing income inequality has
also been partly due to the operation of the Stolper—Samuelson effect as well as
other factors associated with growing globalization (Tisdell and Svizzero, 2004,
pp- 235-238).

With growing globalization, income inequality has risen in LDCs (Ghosh,
2004) as well as higher-income countries. It is, however, difficult to disentangle
how much of this rising inequality is due to their being in the early phases of eco-
nomic growth and how much should be attributed to the globalization effect. Both
effects may be present and may reinforce one another.

11.7. The Catching-up Phenomena and the Evolutionary
Dynamics of Economic Growth

It has been suggested that the normal pattern of development of economies may
follow a pattern like that of a logistic growth curve (Fig. 11.11). Less-developed
countries that are experiencing economic take-off, such as China, are in the
strong growth phase of it, developed or mature economies are in its slow growth
phase, whereas stagnant LDCs show little or no economic growth. Lim (2005)
has described the latter as turtle economies, the fast-growing economies, such as
China, as horse economies, and the mature economies, such as Japan and the US,
as elephant economies.

Not all LDCs are able to escape from economic stagnation but those that
do enter a catching-up phase (phase II in Fig. 11.11) in relation to more-
developed economies, largely adopt and imitate technologies developed in the
mature economies, as, for example, Japan did, then Korea did, and as China is
doing now. Their technology gap in the beginning is usually large but progressively
narrows, and as such countries approach the global technology frontier, their rate
of economic growth slows. Eventually, they also become mature economies and
their economic growth is then determined, to a large extent, by the global rate of
technological progress.
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Fig. 11.12. Possible growth path of a nation catching up with mature economies as a result
of transfer of technologies in its opening up process. The difference between line AB and
curve DEB, the productivity gap, reflects a technology gap.

This technology-driven view of LDCs launched on successful economic growth
is illustrated in Fig. 11.11. In Fig. 11.12, ABC represents the global frontier of
productivity determined by intellectual knowledge. A nation may follow the logistic
type of curve shown by DEB in its catching-up phase. At first, the economic growth
of the nation is not so fast but it accelerates as the country assimilates foreign
technologies, before decelerating as the nation approaches the global productivity
frontier determined by global technological progress.
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It is possible that China may catch up more quickly with the mature economies
than did countries that began their catching-up phase earlier, such as Japan. This
may be due to globalization technology transfer occurring at a faster rate than in
previous times (Gao and Tisdell, 2005).

Economies in their catching-up phase, especially if large or potentially so (such
as the economies of China, of India, and Russia), can add substantially to global
economic growth and provide economic benefits to mature economies that oth-
erwise might not be available. However, as the above theory suggests, the rapid
economic growth of nations in a catching-up phase is unlikely to last forever. After
nations currently catching up complete their catching up, will other LDCs also go
through a similar phase? And if so, when? Will the whole global economy approach
a mature phase? If so, will corporate capitalism in its mature phase then fall into
the type of economic stagnation and social deterioration envisaged by Schumpeter
(1942)?

A major challenge for the former planned economies has been the reform
of their science and technology systems. Although it was common in the West
to attribute deficiencies in economic performances in the planned economies
mostly to misallocation of resources as a result of centralized bureaucratic reg-
ulation of production, possibly a more serious problem was the failure of the
system to stimulate technological progress and innovation adequately, particu-
larly in relation to consumer goods. For example, it has been said that “in the
1970s, Comecon member states became aware of the technological gap between
their economies and [those of] the West. They realized that there was a need for
intensive rather than extensive growth” (Beata, 2004). Yet, because to address the
matter would require major institutional change, these economies were unable
to address the matter effectively until their Communist Planned system was
dismantled.

China too had a centralized state-controlled R & D system when it embarked
on its economic reforms in 1979. A feature of such a system was the separation
of research bodies from production units. Research was driven by the desires of
bureaucrats rather than those of users, buyers or consumers of commodities. It
was not at all market-driven, and economic incentives for creating economically
valuable inventions and for innovating were weak.

The above discussed points signify that when China embarked on its market
reformsin 1979, its science and technology system was not designed to complement
the use of the market system in guiding the availability of commodities. It was not
until 1985 that China took the first step to reform its science and technology system
to make it more market-oriented (Gao and Tisdell, 2004). As discussed by Gao and
Tisdell (2004), China confirmed in 1985 its support for market-oriented reforms in
science and technology systems as recommended by the State Science and Tech-
nology Commission. There were moves to treat research results as marketable
commodities and the view became common that revenue received could be used
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to provide incentives for further research. The practical steps for this commercial
transition in technology started in the mid-1980s and are still ongoing. The estab-
lishment of a unified, open technology market has been seen as a significant shift
in China’s science and technology system (World Bank, 1995), helping to break
vertical and horizontal institutional barriers and accelerate technology transfer and
diffusion (Gao and Tisdell, 2004, p. 321).

In accordance with the philosophy of Deng Xiaoping, reforms to China’s
science and technology system have been carefully planned and paced. These
reforms were intended to tailor China’s science and technology system to its market
system for commodities. Furthermore, the reforms would have undoubtedly facili-
tated China’s transfer of technology from abroad by increasing its capacity to select
the required technology and absorb it. In the future, as China draws nearer to the
international technology frontier, its reformed science and technology system will
become more important for generating inventions and new technologies in China
and therefore, for its future pace of economic growth.

11.8. Could Globalization Result in Economic Growth
that is Unsustainable Because of Adverse
Environmental Impacts Generated by it?

Economic growth is heavily dependent on the use of the environment and natural
resources both as a source of raw materials, e.g., for producing energy, and as
a sink for wastes from economic production and consumption. While techno-
logical progress is often resource-saving and frequently reduces wastes, total
resource use has continued to rise with global economic growth (Tisdell, 1997).
Natural resources are being converted into economic commodities at a growing
rate and greenhouse gas emissions continue to rise. There is considerable sci-
entific evidence that the latter is triggering climate change and may generate
sea-level rises. There is speculation that changes in the natural environment
caused by human economic activity will eventually undermine global economic
prosperity.

This is the opposite scenario to that suggested by the environmental Kuznets’
curve. This type of Kuznets’ curve is hypothesized to be of a reverse U-shape; the
intensity of environmental pollution/degradation is portrayed as first rising with
the economic growth of a nation and then declining. The optimistic conclusion that
may be drawn here is that economic growth will eventually solve all environmental
problems. However, the environmental Kuznets’ curve scenario is too simplistic
and of doubtful validity when the natural environment is assessed from a global
point of view, as is pointed out by Tisdell (2001).

Although greater economic globalization may stimulate global economic
growth in the short-to medium-term, such a growth could be unsustainable in the
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long run for environmental reasons. Robinson (1977, p. 1336) in pointing out
that economic growth may not be the solution to major economic problems also
mentions that “the consumption of resources, including air to breathe, has evidently
impoverished the world”.

China has become a major world user of the globe’s natural resources and a large
contributor to global pollution and environmental change. As China’s economy
continues to grow, these effects will magnify. The self-interest of the West has
helped foster China’s economic growth by FDI and trade. As time goes on, it will
become more evident that China is a strong international competitor for the use
of environmental and natural resources, and this may lead to conflict with other
countries. Political pressure may, for example, mount on China to curb its emissions
of greenhouse gases (which it is not presently required to do so under the Kyoto
Protocol) and China may come into conflict with other countries in securing its
oil imports and international economic interests. China’s economic growth has not
only enhanced its international political power but may increasingly require, or
result in, the exercise of this power.

11.9. Concluding Comments

Naturally, the further into the future we try to predict economic conditions, the
more uncertain we must be about our outlook. This is particularly so when pre-
dictions are made about economic globalization, its economic and social conse-
quences, and the pattern of future global economic development. This is made
even more difficult because the operation of natural biophysical systems and levels
of economic activity are becoming increasingly interdependent. This means that
the future development of the global economy cannot be predicted without taking
into account the biophysical consequences of economic growth. It is unlikely
that the global economy can continue growing as it has done in modern times
without experiencing major biophysical crises. While China might have justi-
fiably ignored such issues in the past, in its new and emerging global eco-
nomic position it can no longer do so. It must be part of the solution to global
problems.

China’s economic growth in recent decades as a result of its economic
reforms and opening up to the outside world has been remarkable. A strong
incentive for China’s opening up was to overcome its adversity caused by the
Soviet Union’s decision in 1960 to abandon its economic cooperation with China,
although this was not the only reason. The economic havoc caused by the Cul-
tural Revolution also played a part. As a result of its early adversity, China
started earlier than other planned Communist economies on its economic reforms.
As a result, it has already secured itself a strong economic and political place
globally.
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CHAPTER 12

GLOBALIZATION AND CREATION OF
ORGANIZATIONAL CITIZENSHIP
IN THE DEVELOPING COUNTRIES: A CASE
STUDY OF TOYOTA IN INDIA

Victoria Miroshnik

University of Glasgow, U.K.

12.1. Introduction

A successful multinational company can create its unique organizational culture
and in turn create a set of values among its employees to form affective commit-
ments on the part of its employee. We can describe this commitment as the indicator
of effective corporate performance, as commitment leads to its success. We call this
commitment as “organizational citizenship”. This organizational citizenship can
be transmitted from the head office to the subsidiaries in another part of the globe
by a successful multinational company. Creation of this organizational citizenship
provides a multinational company some unique competitive advantage.

“Flat World” is the term coined by Thomas Freedman (Freedman, 2006) to
describe a world where people have the “Jet-Set Culture” (Triandis, 2006) of the
high Anglo-American executive class, with similar language, education, tastes,
and preference but with varied citizenships and nationalities. Emergence of this
global culture is the result of globalization process that has started since 1990.
Globalization is defined as the freedom of the multinational companies to invest
anywhere they like across the world, with products and services being produced
in different parts of the world where the costs would be cheapest. This has created
a new breed of managerial class whose culture is global, not national. If this is the
case, organizational systems that were developed using national characteristics are
undergoing changes to include global characteristics.
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I propose that there is a set of unique values in each successful multinational
company which forms its organizational culture and create a set of values, which
in turn would form commitments on the part of its employees which is the indi-
cator of effective corporate performance, as commitment leads to its success. We
can call this commitment as organizational citizenship. This organizational citi-
zenship can be transmitted from one part of the globe to another by a multinational
company. By creation of this organizational citizenship from its organizational
culture, a multinational company creates unique competitive advantages as its inter-
national strategy. This is a new theoretical development because it is different from
the existing theoretical explanations of the transmission of values from the social
or national environment to the organizational values (O’Reiley, 1989; O’Reiley,
Chatman and Caldwell, 1991).

12.2. Multinational Companies and Global Culture

Kluckhohn (1951) has defined culture as shared standards operating procedures,
unstated assumptions, practices, tools, myths, art, kinship, norms, values, habits
about sampling the environment, and shared meanings. We used to think that dif-
ferent national cultures are different and these give rise to different organizational
cultures (Hofstede, 2002). Globalization has created a new cultural concept, called
“Jet-Set Culture” or global culture (Triandis, 2006). The idea is that multinational
companies are spreading a US corporate culture and other cultures would be sub-
merged into it. The implications are that ultimately there would be one global
corporate culture instead of separate cultures.

Triandis (1989) has divided the people of the world into two parts. People in
individualistic cultures (in north and western Europe and North America) have
complex culture while the people of the collectivist cultures (Asia, Africa, and
South America) along with fascists, communists, and religious fundamentalists
have a simple culture. The “Jet-Set Culture” is complex, sophisticated, multicul-
tural, materialistic, and supports liberalism, humanism, and rationalism. The people
with collectivist mind emphasize soul, instinct, and intuition. There are two types
of collectivist cultures. Vertical collectivist culture (Indian villages) emphasizes in-
group cohesions, respect for in-group norms, and directives of authorities (Triandis,
1995). Horizontal collectivists are less authoritarian. People in this kind of culture
are interdependent with in-groups (Markus and Kitayama, 1991), give priority to
the goals of their in-groups (Triandis, 1990), and behave in general communal way.
They value patriotism, bravery, loyalty, and self-sacrifice (Triandis and Trafimow,
2001).

The individualistic culture of the “Jet-Set Culture” emphasizes self-reliance,
competition, uniqueness, hedonism, and emotional distance from in-group. Vertical
individualistic culture (US corporate culture) values competitiveness. Horizontal
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individualistic culture (Australia, Sweden) de-emphasizes hierarchical differen-
tiations (Triandis and Gelfand, 1998). Effects of globalization is the creation of
a “Jet-Set Culture” who belong to an emergent global culture, which promotes
primarily the vertical individualistic US corporate culture irrespective of national
boundaries (Clark and Knowles, 2003). This global culture consists of people
who are attached to other members of this global culture through a process of
self-selection. Core values of global managers are not derived from ethnic group,
national origin but from a cultural cross-pollination (Bird and Stevens, 2003).

Historically speaking, globalization is nothing new. Karl Marx and Engels
wrote 150 years ago in 1872 about globalization initiated by the industrial revo-
lution in Britain where, “The need of a constantly expanding market for its products
chases the bourgeoisie over the whole surface of the globe. The bourgeoisie has
through its exploitation of the world market given a cosmopolitan character to pro-
duction and consumption in every country. It compels all nations to adapt the bour-
geois mode of production; it compels them to introduce what it calls civilization
into their midst, i.e., to become bourgeois themselves. In one word, it creates a
world after its own image”(Marx and Engels, 1872).

Baron Macauley, who went to India in 1834 to reform the education system of
the British India wrote, “We must at present do our best to form a class who may
be interpreters between us and the millions whom we govern; a class of persons,
Indian in blood and colour, but English in taste, in opinions, in morals, and in
intellect” (Macauley, 1860).

Indeed, both the British and the French empires had created a class of people
in their empires very similar to the British or French but that had not changed the
cultures of the countries in the British or French empires even after 150 years.
Thus, the predictions of Triandis or Freedman, just like that of Marx—Engels or
Macauley before, may not materialize.

12.3. Global Citizenship (Global Managerial Culture) Vs.
National Managerial Culture

Husted (2003) has pointed out that the assumptions of Bird and Stevens (2003) that
global culture is homogeneous is questionable. Collectivist values, which place
priority of the group over individual, are in the interests of individuals who dominate
the group. Thus, the US corporate values are the values of the dominant group
in the USA, which may not be shared by everyone in the society. While national
culture is heterogeneous, there are heterogeneous cultures in the world, which may
cross the national boundaries. This creates a number of global cultures for each
affiliated groups not a single global culture. The second question is adaptation of a
particular practice (for example, Just-in-Time or TQM from Japan or down-sizing
from the USA) does not mean cultural adaptation. These affect the culture at the
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superficial level but not at the level of “deep mental programming” referred by
Hofstede (2002).

Globalization may be an optical illusion, because most global trends were
originally local practices. The introduction of foreign cultural practices in a new
culture often results in hybridization. TQM had its origin in the USA in the early
20th century; Japan has adapted it and refined it as an “organizational software of
mind” and now came back to USA as a Japanese management culture. The adopted
practice can never mean the same to the adopting culture as it did to the original
culture. Globalization, localization, and hybridization are complex and interrelated
phenomena and these are a continuation of an old process of cultural change that
has taken place for millennia (Clark and Knowles, 2003; Husted, 2003; Ralston,
1999; Ricks, 2003).

Sheth (2006) has pointed out that instead of a global culture based on US
corporate culture, a fusion of cultures of different countries may emerge which
will combine the best from all managerial values.

Because of the rising economic power of Asia (Japan, China, and India),
“Global” enterprises may organize around global centers of excellence taking into
account different types of efficiency of different types of people. Increasingly, US
companies are having their manufacturing units in China, R&D centers in Russia
and India and main corporate centers in the USA, which will lead a confusion of
different cultures but not one single dominant culture.

Sociologists have always promoted their own culture as the basis for effi-
cient economic growth and higher business productivity. Weber (1930) has pro-
moted protestant virtues for superior economic performances of organizations in
the Western countries and has condemned the Asian, particularly Confucian culture
for backwardness. Now, Hofstede (2002), Kahn (1979) and Leung (2006) are pro-
moting Confucian values as the basis for superior economic performances of East
Asia. Hofstede (2002) has moderated this extreme nationalism by defining certain
values those promote organizational efficiency as “long-term orientations”; the
same values are characterized by Triandis (1989) as “collectivist” values. However,
Hofstede (1991) has shown that there are important differences between Japanese,
who emphasizes traditional male role associated with achievement, control and
power, and Chinese or Koreans who are more materialistic and much less com-
munal. Japanese work as a group and have great faith on social institutions;
Chinese work as individuals, have great mistrust of people and social institutions
(Leung, 2006).

Managerial cultures are spreading in the world from East Asia mainly by
Japanese multinational companies and Japanese management practices are influ-
encing the rest of the world in a significant way (Adler, 1997). It was observed that
firms that cultivate “collectivist” values or “long-term orientations” are performing
more efficiently. Rise of Toyota, as the most important automobile company of
the world outperforming even GM or Ford is an example. Values are shifting from
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materialistic to a post-materialistic set of values emphasizing long-term orienta-
tions (Hitt e al. 2006; Inglehart and Baker, 2000).

Marcouliades and Heck (1993) have opined that values that characterize an
organization’s culture significantly affect performance without specifying which
values are most closely related with positive outcome. O’Reilly, Chatman and
Caldwell (1991) have identified certain dimensions of organizational culture called
OCP (organizational culture profile) values that promote performances. These
values are innovation, stability, respect for people, outcome orientation, detail ori-
entation, team orientation, and aggressiveness (or determination). These values
resemble the values in Cameron and Freeman’s (1991) model of organizational
culture types. Deshpande, Farley and Webster (1993, 1997) found that higher levels
of business performance were closely associated with a market culture (emphasizes
result and determination) and adhocracy culture (values flexibility and innovation).

The results obtained by Dennison and Mishra (1995) and Basu (1999) also
support this conclusion. These values are closely related to what Triandis (2006)
has described as “collectivist” values which must give way to the “individual-
istic” values in a fully “globalized” value system according to the supporter of the
“Jet-Set Culture”. However, as we can see “collectivist” values from the East are
associated with superior business performances and are affecting the psychology
of the “Western” managers more and more. Thus, the direction for the “global”
culture as suggested by the supporters of the globalization may not be a correct one.

12.4. National Managerial Culture Vs. Organizational
Citizenship

There are important differences as mentioned by Triandis (2006) between the
western (individualistic) and eastern (collectivist) organizational culture. These
differences were explained in detail by Hofstede and Bond (1984), Hall and Hall
(1990), Goodman (1981), Yeh (1995), and others mentioned below. The cultural
value system in Japan for example, promotes hard work and attention to detail,
group orientations, and consensus orientations. It emphasizes conflict avoidance,
respect and concern for people, importance of long-lasting relationship with others,
harmony, and uniformity. The end result is a very high level of loyalty for the
company (Lazer, Murata and Kosaka, 1985). This has led to lifetime employment,
slow evaluation, and a non-competitive workforce. The US corporate culture, on
the other hand, promotes more communication and coordination and short-term
performance evaluations (Ueno, 1992).

Hofstede (2002) has concluded that national culture moderates the organiza-
tional culture and organizational culture created by one specific national culture
may not be implemented in a different nation because of the differences in national
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characteristics. There are some basic characteristics that shape the national culture
(Hofstede, 2002):

(a) Individualism vs. collectivism, i.e., the degree of preference for acting as indi-
viduals rather than as group members;

(b) Power distance, i.e., the degree of inequality among people considered as
normal;

(c) Uncertainty avoidance, i.e., the degree of preference for structured over
unstructured situations;

(d) Masculinity vs. feminist, i.e., the relative prevalence of values such as
assertiveness, performance, success and competition vs. values such as quality
of life, warm personal relations, service, care for the weak and solidarity; and

(e) Long-term vs. short-term orientations, i.e., importance of achievements over a
longer time horizon over a shorter time preference. Nations can be categorized
according to these characteristics, which determine organizational cultures of
the firms emerging from these cultures.

Hofstede has characterized various nations according to their national culture
and organizational culture, which are closely linked together. Recently, the GLOBE
project (Gupta, Hanges and Dorfman, 2002) is trying to characterize nations, fol-
lowing Hofstede, according to both leadership culture and organizational culture.
In Hofstede’s analysis, national culture is related to the national characteristics
regarding the organizational culture and national performances. There can be
important differences within a nation among various firms regarding their organi-
zational culture, leadership culture and thus their performances can vary.

However, according to a number of authors, organizational culture but not
national character is the most important explanation for competitive advantages
of a company. A company with effective organizational culture, irrespective of
national origin of the company, can demonstrate superior performance. Cameron
and Quinn (1999) have mentioned that the most important competitive advantage
of a company is its organizational culture. According to their theory of “Competing
Value Framework”, it is possible to characterize firms into four separate organi-
zational types with different criteria for leadership, effectiveness, and basic man-
agement philosophy; these are: clan, adhocracy, hierarchy, and market. In the “clan”
type of organization, leaders are facilitators, mentors, and parents. The effectiveness
criterion is a combination of cohesion and proper development of human resources.
The basic management philosophy is: participation fosters commitments. In the
“adhocracy” type of organization, the leaders are innovators, entrepreneurs, and
visionaries. The effectiveness criterion is creativity and growth of the company
with the most advanced technology. The management philosophy is: innovations
foster new resources. In the “hierarchy” type of organization, the leaders are coor-
dinators, monitors, and organizers. The effectiveness criterion is efficiency, time-
liness, and smooth functioning of the organization. The management philosophy
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is: control fosters efficiency. In the “market” type of organization, leaders are hard-
drivers, competitors, and producers. The efficiency criterion is the market share,
goal involvements, and defeats of the competitors. The management philosophy
is: competition fosters productivity.

If an organization has a “strong culture” with “well integrated and effective”
set of values, beliefs and behavior, it normally demonstrates high level of corporate
performances (Cameron and Quinn, 1999; Kotter and Heskett, 1992; Mintzburg,
Simon and Basu, 2002; Ouchi, 1981; Owens, 1987). Some of the characteristics
of organizations mentioned above may have relationship with successful adminis-
trative practices, positive attitudes of the workers and as a result higher levels of pro-
ductivity (Deal and Kennedy, 1982; Gordon, 1985; Mercoulides and Heck, 1993).
If a company can influence its employee with a strong organizational culture, it can
override influences of national characters and can have a superior organizational
culture throughout the organization irrespective of national boundaries. Ouchi
(1981) has analyzed how a Japanese clan type of organizational culture can make
an organization efficient. Peters and Watermann (1982) along with Carroll (1983)
and van de Ven (1983) have demonstrated how companies with progressive human
resources practices can improve their performance. Similar study by Gordon (1985)
has demonstrated that organizational cultures emphasizing creativity, autonomy,
and participatory management can improve productivity. Mintzburg, Simon and
Basu (2002) have analyzed how unselfish and socially responsible behavior of
the firms can improve their performances. Calori and Sarnin (1991) in their study
of the French management system have shown that this link between organiza-
tional culture and performance is not restricted to any particular culture. Kotter
and Heskett (1992) and Cameron and Quinn (1999) have put forward the argument
that there is no link between national culture and organizational culture. There are
only strong cultures, weak cultures, and flexible cultures in organizations, which
can be designed and transportable from one national culture to another.

The above analysis leads us to a concept called “organizational citizenship”, a
product of the organizational culture of a multinational company. Organizational
citizenship does not depend on nationality but on the company irrespective of
national boundaries.

12.4.1. Organizational Citizenship

Organizational citizenship can be defined as the reflection of the reason for the
existence of the company or the organizational culture. Pascale and Athos (1981)
have mentioned that the values of the organizational culture create super-ordinate
goals or purpose of the company, which binds the corporation to its members
in spirit (Basu, 1999). Drucker (2002) has expressed certain specific features of
that super-ordinate goals or mission, productivity, responsibility, and purpose.
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Leadership defines these features in practical terms in order to disseminate these
to its employees. These provide guidelines for decision-making and coordination.

Organizational culture through its beliefs and assumptions influences behavior,
which in turn affects decision and actions of the members of the organization and
creates a citizenship or membership, which is ideal for the organization to satisfy
its purpose (Lasch, 1995; Sathe, 1983). Organizational citizenship is formed for a
multinational enterprise first in its home territory but it spreads in the subsidiaries
located in various parts of the world creating a common organizational culture
throughout the organization. Company citizenship differs from one company to
another, as the organizational culture of a company is different from that of another
company.

Thus, instead of a common global citizenship or common global culture, which
has never existed, we have a common organizational citizenship throughout the
world for a specific multinational company. There can be as many company cit-
izenship as the number of multinational companies. Instead of a single global
culture, thus, we have a multiplicity of organizational citizenship, which differs
from each other as the organizational culture of Toyota differs from that of Ford.

Organizational culture became a phenomenon in the management literature by
four seminal works by Ouchi (1981), Pascale and Athos (1982), Kotter and Heskett
(1992), and Peters and Waterman (1982). The first two authors suggested that
Japanese business success could be attributed in large part to Japanese corporate
culture. All the four authors suggested that corporate culture was the key to orga-
nizational performance and that corporate culture could be managed to improve
a company’s competitive advantage. If an organization decides its objectives, it
is necessary to define the organizational culture that will help the organization to
achieve its objectives and ensure the implementation of that organizational culture
to ensure effective organizational performance. The management literature has
emphasized the importance of organizational culture in motivating and maximizing
the value of its human resources (Calori and Sarnin, 1991; Cameron and Quinn,
1999; Denison and Mishra, 1995; Mintzburg, Simon and Basu, 2002).

12.4.2. Organizational Commitment as the QOutcome of
Organizational Culture

Selznick (1957) argued that various commitments entered into by organizational
stakeholders that defines an organization’s character and bestows upon it a dis-
tinctive competence in the conduct of its affairs. For Selznick, commitment is an
enforced component of social action — as such it refers to the binding of an indi-
vidual to particular behavioral acts in the pursuit of organizational objectives. Such
commitments, in turn, define an organization’s character for good or ill, thereby
bestowing upon it a distinctive competence. One of the chief strengths of Selznick’s
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perspective is its emphasis on group and organizational levels of analysis. Because
organizations are social systems, goals, policies or procedures tend to achieve
an established, value-impregnated status. Commitment to established or institu-
tionalized patterns is thereby accomplished, restricting choice and enforcing spe-
cific behavioral standards. Selznick (1957) argues that, it is through commitment,
enforced as it is by a complex web of factors and circumstances, and operating at all
levels within an organization, that social actors influence organizational strategies
and outcomes. However, these commitments do not evolve spontaneously; they
are shaped by “critical decisions” that reflect or constitute organizational culture.
Thus, organizational commitment is the outcome of organizational culture.

Knudsen (1994) suggested that Selznick’s (1957) institutional theory as a
suitable process-based perspective to augment the outcome-centric view of orga-
nizational competence prevalent in the literature on the “resource-based theories”
of Barney (1986). Selznick’s institutional theory captures the dynamics of the con-
tinuous exchange and interrelationships between an organization’s latent compe-
tencies and its structure and processes. Knudsen argues that these are a consequence
of human design and “intentionality” as expressed by the commitments.

Selznick’s work, therefore, provides appropriate behavioral foundations for the
resource-based view (RBV) of the firm, which has hitherto operated from the per-
spective of bounded rationality. Ulrich (1998) calls for a focus on the relationship
between commitment and competence formation through organizational culture.
Winograd and Flores (1986) highlight the role of commitment in shaping the design
of such system of effective organization. In this research, I like to take it further by
understanding the relationship between organizational culture and commitment as
a source of competitive advantage for the multinational companies.

12.4.3. Organizational Culture as a Source
of Competitive Advantage

If an organization has a “strong culture” with “well integrated and effective” set
of values, beliefs and behavior, it normally demonstrates high level of corporate
performances (Cameron and Quinn, 1999; Kotter and Heskett, 1992; Mintzburg,
Simon and Basu, 2002; Ouchi, 1981). Some of the characteristics of organizations
mentioned above may have relationship with successful administrative practices,
positive attitudes of the workers and as a result higher levels of productivity (Deal
and Kennedy, 1982; Gordon, 1985; Heck and Mercoulides, 1993). Calori and
Sarnin (1991) found that there is a significant relationship between a firm’s growth
over a short period and cultural intensity and cultural homogeneity. Zammuto
and O’Connor (1992) also have demonstrated relationship between organizational
culture and technology adaptations using competing values model of organiza-
tional culture.
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Kotter and Heskett (1992) have put forward an analysis to evaluate the need
for organizational culture changes and their relationships with performances of
the related companies. A strong culture, by creating a high level of motivation
among the employees, can enhance the performance of an organization. Thus,
organizations with strong cultures in terms of effective beliefs, values, and behav-
ioral patterns, are mainly successful organizations, although there are some excep-
tions (Kotter and Heskett, 1992). Leaders create certain visions or philosophy and
business strategy for the company, when they implement these in a firm people
behave according to their guided philosophy (Kotter and Heskett, 1992). Then, a
corporate culture emerges that reflects the vision and strategy of the leaders and
experiences they had while implementing these. Japanese leaders are nurtured from
the organization itself; they have work their way up through the ranks. As a result,
there is no outsider among the leaders. Leaders are cultivated by the organizational
culture and the human resources management system of the organization.

This is the reason why “human resources management system”, which creates
the values of the organization through continuous training of the employees, is
so vital for any Japanese organization. Leaders, i.e., president, vice-presidents,
members of the board of directors are normally the former directors of the “human
resources management” department. Leadership is also collective with leaders
acting as coordinators. Decisions are made collectively; they do not depend on any
individual. As a result, the western literature on leadership is invalid in the context
of Japanese corporate culture. As Japanese national culture is collectivist (Hayashi,
1989; Nakane, 1970), its corporate culture is also collectivist, demonstrating the
direct link between the values of the Japanese national culture and leadership
culture (Basu, 1999; Morita, 1992; Ouchi, 1981; Toyoda, 1985).

In a nationally representative sample of firms in these countries, Deshpande,
Farley and Webster (1997) found unsurprising differences in organizational cultures
(the Japanese businesses had more clan-oriented cultures and the French firms more
hierarchical ones, for instance). Despite these differences, however, they found
that successful firms transcended national culture differences to develop a common
pattern of drivers of business performance. These included a primary focus on
organizational innovativeness, a friendly climate, and a competitive culture. Orga-
nizational climates that encouraged trust, participativeness, and entrepreneurial
behavior were effective across all the five countries. According to them, orga-
nizations with relatively flexible, externally oriented corporate cultures perform
better. Even when a national culture tended to be more insular, this result held.
All organizations in the sample see themselves as mixtures of four types of orga-
nizational cultures: market, adhocracy, hierarchy, and clan. Relative emphasis on
one or another of these is often subtle. Various combinations may produce good
results; for example, successful Japanese firms, while generally hierarchical and
clan oriented, also tended to develop relatively strong market cultures. The best-
performing firms in all the five countries have similar corporate cultures. There is
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no strong evidence of country-specific slope differences for relationships between
organizational culture and performance.

12.4.4. Organizational Commitment as Competitive
Advantages: Resource-Based Views

How organizational culture can enhance competitive advantages was studied by a
number of researchers. Penrose (1959) conceives the firm as a collection of com-
petencies that embody its knowledge. Following Hayek (1945), Penrose argues
that a firm’s competitive position is dependent on the manner in which the experi-
ential knowledge of its personnel is developed and leveraged, i.e., its organizational
culture. Deal and Kennedy (1982), Ouchi (1981) and Peters and Waterman (1982)
indicated organizational culture that can increase productivity, improve relation-
ships with suppliers, customers and employees and as a result increase profitability
of the firm.

Barney (1986, 2001) has indicated certain qualities, which are essential for an
organizational culture in order to enhance corporate performance. The culture must
enhance economic values of the organization. It must be unique for a firm in order
to give competitive advantage. It also must be such that other firms cannot imitate
it quickly.

Organizational culture reflects the personalities of its leaders, the historical
contexts of its growth and experiences it has obtained since its foundations. As
a result, it may be difficult for other firms to have similar organizational culture.
Uniqueness of the culture gives the firm competitive advantages, its rival companies
do not have. When this uniqueness provides increased profitability, the firm can
outbid its rival companies using this uniqueness (Barney, 1986).

The fundamental statement is “that valuable and rare organizational resources
can be a source of competitive advantage” (Barney, 2001). Barney has men-
tioned resources as including “all assets, capabilities, organizational processes, firm
attributes, information, knowledge, etc. controlled by a firm that enable the firm to
conceive of and implement strategies that improve its efficiency and effectiveness”
and as “firm attributes that may enable firms to conceive of and implement value-
creating strategies” (Barney, 2001). He defines resources as valuable “when they
enable a firm to conceive of or implement strategies that improve its efficiency
and effectiveness” and “when they exploit opportunities or neutralize threats in
a firm’s environment” (Barney, 2001). Barney defines competitive advantage as
a firm “implementing a value-creating strategy not simultaneously being imple-
mented by any current or potential competitors”; further, he reasons that com-
petitive advantage cannot exist for identical firms, because since “these firms all
implement the same strategies, they will improve their efficiency and effectiveness
in the same way, and to same extent”. Rarity is not specifically defined but is used
in its general sense.
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These attributes can be written as follows (Priem and Butler, 2001):

1. “Uncommon organizational attributes that enable firms to conceive of and
implement value-creating strategies can be a source of implementing a value-
creating strategy not simultaneously being implemented by any current or
potential competitors”;

2. “Uncommon organizational attributes that enable a firm to conceive of or
implement strategies that improve its efficiency and effectiveness can be a source
that may enable a firm to conceive of or implement strategies that improve its
efficiency and effectiveness”; and

3. “Uncommon organizational attributes that exploit opportunities and neutralize
threats in a firm’s environment can be a source of implementing an opportunity-
exploiting and threat-neutralizing strategy not simultaneously being imple-
mented by any current or potential competitors”.

Uniqueness of the organizational culture makes the organizational culture difficult
to imitate. Values, symbols, beliefs are difficult to describe and are not transferable
(Barney,1986) as there are unspoken, unperceived commonsense of the organi-
zation. The reasons that make organizational culture of a firm rare are also the
factors prohibit imitations of the culture. Oliver and Wilkinson (1992) described
how a large number of British firms had tried to imitate the organizational culture of
Japanese firms during the 1980s but could not implement. Certain outward aspects
of a firm can be imitated but the intrinsic aspects of the culture are difficult to
imitate. This can be a source of competitive advantage of the firm.

An organization’s productive knowledge is to be found in its operational rou-
tines. Routines allow organizations to cope with complexity and uncertainty under
the conditions of bounded rationality; in addition, they provide an efficient way of
storing an organization’s accumulated experiential knowledge. Nelson and Winter
also posit that organizational routines are the basis of a firm’s distinctiveness and
are, therefore, the source of its competitiveness. Thus, the RBV considers the firm
as a repository of knowledge (Fransman, 1998).

Teece et al. (1997) define dynamic capabilities as “the ability to integrate, build,
and reconfigure internal and external competencies to address rapidly changing
environments”’. The concept of dynamic capabilities arose from a key shortcoming
of the RBV of the firm. The RBV has been criticized for ignoring organiza-
tional factors surrounding resources, instead assuming that they simply “exist”.
Considerations such as how organizational resources are developed; how they are
integrated within the firm, and how they are released have been under-explored in
the literature.

Dynamic capabilities attempt to bridge these gaps by adopting a process
approach: by acting as a buffer between organizational resources and the changing
business environment, dynamic resources help a firm adjust its resource mix and
thereby maintain the sustainability of the firm’s competitive advantage, which
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otherwise might be quickly eroded. So, while the RBV emphasizes resource choice,
or the selection of appropriate resources, dynamic capabilities emphasize organi-
zational resource development and renewal. Kaizen or continuous development in
the Japanese multinational companies can be considered as a major dynamic capa-
bility of their organizational culture.

According to Wade and Hulland (2004), IS (Information System) resources
may take on many of the attributes of dynamic capabilities, and thus may be
particularly useful to firms operating in rapidly changing environments. Thus, even
if IS resources do not directly lead the firm to a position of superior sustained
competitive advantage, they may nonetheless be critical to the firm’s long-term
competitiveness in unstable environments if they help it to develop, add, integrate,
and release other key resources over time.

The concept of dynamic capabilities incorporates two valuable observations:
first, the shifting character of the economic environment renders it dynamic —
for example, decreasing time to market for products, shifting barriers to entry
through technological change, globalization of national economies, and environ-
mental uncertainty caused by political strife; second, organizational capabilities
lie at the source of competitive success. Commitment of the employees create this
dynamic capability which is rare, non-imitable and unique for a specific multina-
tional company, i.e., satisfies all requirements of Barney as a source of competitive
advantages.

Core capabilities must be “honed to a user need”, must be “unique”, and “dif-
ficult to replicate”. They present an analytic framework that incorporates a set of
descriptive dimensions or attributes in organizational culture that create such capa-
bilities. Organizational culture includes the patterns of current practice and learning
in a firm, tangible evidence of which is to be found in its routines. For example,
integration processes are concerned with the efficient and effective internal coor-
dination of organizational activities and production. In knowledge-intensive firms,
integration is also concerned with routines and mechanisms for knowledge sharing.
Learning processes involve repetition and experimentation to enable tasks to be
performed better and more rapidly — this occurs at the level of the individual,
group, organizational, and inter-organizational levels. Re-configuration and trans-
formation processes relate the capabilities required to evolve a firm’s asset structure.
Assets include a firm’s endowment of technology and intellectual property (as indi-
cated by its difficult-to-emulate knowledge assets) as well as its relational assets
with partners, customers, and suppliers.

12.4.5. Toyota’s Organizational Citizenship
as a Competitive Advantage

I elaborate the argument as follows with Toyota as an example. The purpose
of Toyota Corporation is to fulfill its super-ordinate objectives, which can be
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categorized into some subdivisions (Basu, 1999, p. 188):

1. Operational objectives are to reduce cost, improve profit to have sustained
growth and

2. Dominant objectives are to provide employee’s satisfaction, fulfill its obligation
to Japan to enhance its honor.

The organizational culture of Toyota is designed in such a way so as to achieve
these objectives by molding its employees into active agents to fulfill these objec-
tives both in its Japanese operations and in its overseas operations.

The organizational culture of Toyota would form a company citizenship
throughout its worldwide organization disregarding national boundaries. Toyota
has a strong organizational culture, which is rooted in its values, beliefs, and
assumptions (Basu, 1999, p. 235). To the employees of Toyota, the company is a
living entity. The continuous growth of the company is needed for the preservation
of these values. Continuous progress and respect that can be gained to be associated
with a company with continuous growth is the end objective of the employees
of Toyota. A deep religious value to perpetuate growth is also the objective of
the corporate growth of Toyota. Toyota’s employees think and operate with their
outlook for the long-term prospect of the organization and harmony with the work-
place and broad social environment. These feelings lead them to develop a family
feeling within the work-place and responsibility towards the fellow employees and
the community at large. They believe that they have a responsibility towards the
organization and the local and global societies, as Toyota is now a global orga-
nization. Irrespective of the location, Toyota is striving to inject these values to
its employees across the globe creating an organization citizenship, which would
carry the essential values of the Toyota as a global organization. The fear of loss
of face due to non-achievements of its objectives to the employees, Japan and the
global community are the motives for Toyota’s efforts to mold every employee
irrespective of their nationality to a company citizen. The then president of Toyota
in 1995, Shoichiro Okuda said that his task is “to encourage a change in nation-
ality through globalization — to transform Toyota Motor Corporation into Toyota,
a company with a world nationality” (Okuda, 1995).

In order to understand whether Toyota has managed to create a corporate citi-
zenship in its India plant, I compare the corporate management system and oper-
ations management systems in Toyota plants in Bangalore in India and in Toyoda
in Japan. Interviews of the most senior managers in both of these plants were con-
ducted in order to understand their systems and to set up the survey of opinions of
the 150 managers in both of these plants. The results are given below.

12.4.5.1. Results of the survey

The results of the survey conducted in Toyota, in Japan, and India are summarized
into forms, which can be analyzed in future publications. We have identified certain
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key variables to characterize the corporate management system and operations
management; we provide below the initial statistical analysis (Tables 12.1-12.4).

AN AW =

N =

‘We have identified the following variables for corporate management:

. Community feelings

. Innovations

. Consultations

. Stability

. Employee welfare

. Contributions to organization

We have identified the following variables for operations management:

. Awareness of return to investment
. Continuous improvement

Table 12.1. Analysis of the data from survey in Toyota India: corre-
lation matrix: corporate management.

Variable Mean SD 1 2 3 4 5

1 3.9 0.36

2 3.9 0.52 0.72*

3 4.5 042 0.79*  0.55*

4 4.3 0.35 0.78 0.63*  0.69*

5 3.9 0.55 0.76™ 0.65* 0.81* 0.79**

6 3.9 0.59 0.79* 0.81™ 0.72* 0.68* 0.69*

Notes: *Significant at 5% level.
**Significant at 10% level.

Table 12.2. Analysis of the data from survey in Toyota Japan: cor-
relation matrix: corporate management.

Variable Mean SD 1 2 3 4 5
1 4.5 0.35

2 4.8 0.55 0.72*

3 42 042 0.81* 0.53*

4 49 025 0.74* 0.63* 0.74*

5 4.1 0.25 0.82* 0.68* 0.83* 0.87*

6 4.7 0.33 0.84* 0.78 0.69* 0.68* 0.71*

Notes: *Significant at 5% level.
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Table 12.3. Analysis of the data from survey in Toyota India: correlation
matrix: operations management.

Variable Mean SD 1 2 3 4 5

1 3.9 0.26

2 4.9 0.51 0.82*

3 4.2 0.32 0.89* 0.85*

4 4.7 0.55 0.88** 0.73* 0.89**

5 3.9 0.35 0.79* 0.85* 0.86* 0.89**

6 44 055 0.89* 0.85* 0.79* 0.88* 0.89**

Notes: *Significant at 5% level.
**Significant at 10% level.

Table 12.4. Analysis of the data from survey in Toyota Japan: cor-
relation matrix: operations management.

Variable Mean SD 1 2 3 4 5
1 46 0.26

2 44  0.58 0.82*

3 4.7 0.32 0.87¢ 0.83*

4 4.5 0.55 0.84* 0.83* 0.84*

5 4.7 0.35 0.89* 0.88* 0.83* 0.87*

6 4.5 0.53 0.81* 0.88* 0.89* 0.88* 0.81*

Notes: *Significant at 5% level.
**Significant at 10% level.

Total quality management
Customers satisfaction
Facilitations

Goal orientations

ok w

In both the cases, we can accept Toyota in Japan as the bench mark and
compare the corresponding tables in India to examine whether these are similar
or very different. If they are similar, then we can demonstrate that Toyota is suc-
cessful in implementing its organizational culture and particularly its corporate
management system and operations management system. In Tables 12.1-12.4, the
basic characteristics of corporate management system and operations management
systems are identified and the opinions of the managers provide the quantitative
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measures of the degree of correlations among these characteristics. If these matrices
are similar, it will prove that the corporate management systems and operations
management systems of both these plants are similar.

To examine the similarities or differences between these two sets of matrices,
the Likelihood-ratio test of comparison of two covariance matrices (Manly and
Rayner, 1987) was employed. The results do not reject the hypothesis that matrices
are not different. Thus, there are close similarities of corporate management system
and operations management system of Toyota in Japan and Toyota in India. It
signifies that although Toyota in India is a new company of about 10-years old,
organizational culture is very similar and the mentality of the managers is not very
different from their Japanese counterparts despite of the vast differences of their
culture. Thus, Toyota has managed to surpass the national differences to implement
its organizational citizenship in Indian plant as it did across the globe.

What is true about Toyota is also true about major multinational companies
of the world who have a strong organizational culture and who have a vision and
strategy for long-term growth to maintain both technological and business success.
Multinational companies with a weak organizational culture may not have any
vision for the future and as a result they may allow their subsidiaries to develop
their own distinct national organizational culture rather than a global organizational
culture such as what can be seen in Toyota.

12.5. Conclusion

To conclude, a firm’s organizational culture can be a valuable resource to enhance
corporate performance and create competitive advantages. In the context of a
Japanese firm, culture has certain economic dimensions or resources, which should
not be ignored. Collectivism as represented by the organizational culture of
Japanese firms can be a very important competitive advantage for a Japanese firm
and thus, it may be responsible for a superior corporate performance. Creation of
commitments is an index of corporate performance, which in turn creates a organi-
zational citizenship. Successful multinational firms transcended national cultural
differences to develop a common pattern of drivers of business performance by cre-
ating organizational citizenship. These included a primary focus on organizational
innovativeness, a friendly climate, and a competitive culture. Organizational cli-
mates that encouraged trust, participativeness, and entrepreneurial behavior were
effective across all countries. Organizations with relatively flexible, externally ori-
ented corporate cultures perform better. Thus, what is important is the effective
organizational culture, which promotes successful corporate performance. It is
essential for us to explore the ingredients of organizational culture and how these
lead us to successful corporate performance.
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Every multinational company wants to create its own citizenship; however, not
all of them can be successful. The example provided by Hofstede (1991, 2002)
for IBM that national citizenship, i.e., national character rather than organizational
culture shaping managerial characteristics is an example of a weak organizational
culture, which has failed to create an organizational citizenship. For a company with
strong organizational culture, we may get results, which can negate the observa-
tions made by Hofstede. Kotter and Heskett (1992) provide a number of examples
of weak and strong organizational culture. A multinational company with weak
organizational culture cannot provide a global company citizenship but a company
with strong organizational culture can; Toyota provides the example. Thus, it is
highly likely that instead of a “global culture” we are going to have organizational
citizenships of various multinational companies according to their organizational
cultures.

In this paper, a conceptual idea of the organizational citizenship is presented,
which can be transformed into an operational tool to examine the theory of orga-
nizational citizenship. It is possible to find out the factors that constitute the orga-
nizational culture of a Japanese multinational company by taking into account
the views of the employees of that organization and then examine the similarities
with the factors that affect organizational culture of a subsidiary unit in a different
country in an alien national culture. It is possible to relate the organizational culture
of the home unit to the organizational commitment through a structural equation
model and we can compare it with a similar structural equation model relating
organizational culture in a subsidiary unit with the organizational commitment of
the employees in that foreign country. In that case, it would be possible for us to
examine decisively the validity of the theory of organizational citizenship.
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